
LOCAL COHOMOLOGY OF MODULES OF COVARIANTS

MICHEL VAN DEN BERGH

Abstract. Let G be a connected reductive algebraic group over an alge-
braically closed field of characteristic zero and let W , U two finite dimen-
sional representations of G. In this paper we compute the local cohomology of
(U ⊗ SW )G provided a certain relatively weak technical condition is true.
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1. Summary of notation

Symbol Meaning Section

G a (split) connected reductive algebraic group §2,§5.1
k a basefield (usually of char. zero) §3.2,§4.1
DX the sheaf of differential operators on X §3.1
DX -qch the category of quasi-coherent DX -modules §3.1
(G,DX)-qch the category of G-equivariant quasi-coherent DX -modules §3.1
L(Z,X) the holonomic module giving the intersection homology of Z §3.1
Ω·
Y/X the relative De Rham complex of Y/X App. A

(Zl)X -mod l-adic (not necessarily constructible) sheaves §3.2
Db
c(X,Ql) the derived category of the constructible l-adic sheaves §3.2

Γ
U

(F) the sheaf of sections of F with support in U §3.2

Γ
U ′,U

(F) a certain map Γ
U

(F)→ Γ
U ′

(π∗F) §3.2

Trπ(F) the adjoint map Rπ!(Rπ
!F)→ F and various derived maps §3.2

π!, π
!, π∗, π

∗ classical functors associated with an application π §3.2
C(C) complexes over C §4
K(C) complexes over C with homotopy classes of maps §4
CF (C) filtered complexes over C §4
KF (C) filtered complexes over C with homotopy classes of maps §4
C(T ,K(A)) a certain category §4.1
C(T ,A) a certain category §4.2
K(T ,K(A)) a certain category §4.3
K(T ,A) a certain category §4.4
C0(T ,A) a certain category §4.5
K0(T ,A) a certain category §4.5
For the forgetful functor C(T ,A)→ C(T ,K(A)) §4.5
Tot the total complex of an object in C(T ,A) §4.5
Γ
Q

, Γ
Y

certain functors C(T ,A)→ C(T ,A) §4.6

T a (split) maximal torus in G §5.1
WG the Weyl group of (G, T ) §5.1
Φ the roots of (G, T ) §5.1
X(T ) the characters of T §5.1
Y (T ) the one-parameter subgroups of T §5.1
〈 , 〉 the natural pairing between Y (T ) and X(T ) §5.1
( , ) a positive definite WG-invariant form on Y (T )R §5.1
|| || the norm corresponding to ( , ) on Y (T )R §5.1
B a Borel subgroup of G containing T §5.1
λ usually an element of Y (T )R

W a finite dimensional representation of G §5.1
d dimW §5.1
w1, . . . , wd a basis for W with diagonal T -action §5.1
α1, . . . , αd the weights corresponding to w1, . . . , wd §5.1
R the symmetric algebra of W over k §5.1
X the spectrum of R (∼= W ∗) §5.1
Xλ a linear subspace of X associated to λ §5.1
Yλ a linear subspace of X associated to λ §5.1
Pλ a parabolic subgroup associated to λ §5.1
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ρ usually a root of G
XU the union of all Xλ for λ ∈ U §5.1
AP a polyhedral cone in Y (T )R associated to P §5.1
P,Q usually parabolic subgroups of G
XP the union of all Xλ for λ in AP §5.1
SP,λ locally closed subvarieties that form a stratification of PXB §5.1
B the indexing set for the stratification of PXB §5.1
Q the parabolic subgroups of G, containing B §5.2
l(P/Q) the length of the longest chain connecting Q to P in Q §5.2
r the rank of the semi-simple part of G (equal to l(G/B)) §5.2
R those (P,Q) in Q×Q with P ⊃ Q §5.2
αQ,Q′ incidence numbers for the simplicial complex Q §5.2
α(P,Q),(P ′,Q′) incidence numbers for the simplicial complex R §5.2
β(Q,Q) an identification Hr−1(|R|,Z) = Z §5.2
C the unit ball in Y (T )R §5.2
CQ AQ ∩ C §5.2
Ξ {α1, . . . , αd} ∪ Φ §5.2
P a CW-complex on C associated to Ξ §5.2
PQ the CW-complex induced on CQ by P §5.2
P◦
Q the interior of PQ §5.2

ασ,σ′ incidence numbers for P §5.2
βσ an identification HdimCQ(CQ, ∂CQ,Z) = Z §5.2
α(σ,Q),(σ′,Q′) numbers related to α(P,Q),(P ′,Q′) §5.2

πQ,Q′ the projection G×Q X → G×Q
′

X or a related map §5.3
pervH, pervR perverse homology §5.3

F
g
−→ E

f
−→ D certain objects in C(X,Zl-mod) §5.4

eλ codim(Xλ, X) §6
∼ an equivalence relation on Y (T )R §6
Uλ those elements of U equivalent under ∼ to λ §6
Λ a special set of representatives for the quotient CB/ ∼ §6
Φ+ the positive roots of G §6
S the simple roots of S §6
Hλ the Levy subgroup of Pλ associated to T §6
Wλ the Weyl group of Hλ §6
Φλ the roots of Hλ §6
Φ+
λ the positive roots of Hλ §6

Sλ the simple roots of Hλ §6
Wλ,G a certain subset of Wλ §6

A
(w,λ)
B a certain subset of AB §6

E
(Q)
λ,Q a building block for the spectral sequence (5.7) §6

B
(Q)
λ,Q a combinatorial object §6

σ usually an element of P
w usually an element of WG

l(w) the length of w in WG, with respect to S §6
Pw,λ a certain parabolic in G §6
relintσ the relative interior of σ §6
Ψw,λ a certain closed subset of CB §6



4 MICHEL VAN DEN BERGH

fλ codim(GXλ, X) §6
Z[M ] the monoid ring over M §7.3
Z{M} the infinite series over M §7.3
Z[t][M ] ∼= Z[Z⊕M ] §7.3
Z{t}{M} ∼= Z{Z⊕M} §7.3
P a synonym for X(T )R §7.3
P++ the dominant part of P §7.3
V (χ) the irreducible representation of G with highest weight χ §7.3
HT (V, t) the T equivariant Hilbert series of V §7.3
HG(V, t) the G equivariant Hilbert series of V §7.3
ρ half the sum of the positive roots §7.3

Ṽ the vector bundle on G/Q-mod, associated to V ∈ Q-mod §7.3
p the projection P→ P++ and various derived maps §7.3
X//G the quotient of X by G §7.3
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2. Introduction

In this introduction and in part of this paper the base field will be C. Let G be a
connected reductive algebraic group and let W be a finite dimensional representa-
tion of G. Then G acts on the polynomial ring R = SW and the Hochster-Roberts
theorem [18] asserts that RG is Cohen-Macaulay.

Now let U be an irreducible finite dimensional representation of G. It is well
known that (U ⊗C R)G is not necessarily a Cohen-Macaulay RG-module. Indeed,
rather the opposite is true. Under rather weak conditions there are only a finite
number of U such that (U ⊗C R)G is Cohen-Macaulay [7]. A conjecture that gives
at least sufficient conditions for (U ⊗R)G to be Cohen-Macaulay was given in [24]
by Stanley. A large part of this conjecture was proved in [28]. However already the
torus case shows that the sufficient conditions given by this conjecture are usually
not necessary.

Hence the problem we will try to attack in this paper is to give precise conditions
for (U ⊗R)G to be Cohen-Macaulay. To be more precise, let (RG)+ be the positive
part of RG. We aim to calculate the local cohomology modules Hi

(RG)+((U ⊗R)G).

Unfortunately the methods in this paper do not allow us to work in complete gen-
erality, and we will have to impose a condition on the action of G on W (condition
(*) below). On the other hand we will show that this extra condition is relatively
mild.

If h = dimRG then it is well known that (U⊗R)G is Cohen-Macaulay if and only
if Hi

(RG)+((U ⊗R)G) = 0, i = 0, . . . , h− 1. It is also easy to see that Hi
(RG)+((U ⊗

R)G) = (U ⊗ Hi
I(R))G where I = radR(RG)+ [27]. Hence one can compute

Hi
(RG)+((U ⊗R)G) once one knows the G-structure of Hi

I(R).

Let X = SpecR ∼= W ∗. Then I is the defining ideal of the G-unstable locus Xu

of X . I.e.

Xu = {x ∈ X | o ∈ Gx}

and of course Hi
I(R) = Hi

Xu(X,OX).
Let DX be the sheaf of differential operators on OX . Then HiXu(X,OX) carries

a DX -module structure compatible with the G-action, and we propose to study the
structure of HiXu(X,OX) as quasi-coherent (G,DX)-module (see §3.1 for precise
definitions).

Now let T ⊂ G be a maximal torus and let Y (T ) be the abelian group of one-
parameter subgroups of T . For λ ∈ Y (T ) define

Xλ = {x ∈ X | lim
t→0

λ(t)x = 0}

Pλ = {g ∈ G | lim
t→0

λ(t)gλ(t)−1 exists }

Xλ is a linear subspace of X and Pλ is a subgroup of X containing T and leaving
Xλ stable. It is well known that Pλ is a parabolic subgroup of G [22, Prop. 2.6].

The Hilbert-Mumford criterion yields

Xu =
⋃

λ∈Y (T )

GXλ

and there are natural projection maps

πPλ,G : G×Pλ Xλ → GXλ

The fact that Pλ is a parabolic subgroup of G implies that GXλ is closed.
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We now have introduced enough notation to state condition (*).

Condition (*). (1) If λ, λ′ ∈ Y (T ) such that Xλ 6= Xλ′ then GXλ 6= GXλ′ .
(2) If λ ∈ Y (T ) then there exist λ′ ∈ Y (T ) with Xλ′ = Xλ such that πPλ,G is

birational and small.

(A map π : Y → X is said to be small if for all n > 0, codim{y ∈ Y | dim π−1y ≥
n} > 2n).

Under condition (*), we can prove the following result.

Theorem 2.1. Assume that condition (*) holds. Then HnXu(X,OX), as an object
of (G,DX)-qch has a finite filtration such that
(2.1)

grHnXu(X,OX) = ⊕(w,λ) admissibleH̃
n+dimT−codim(GXλ,X)+l(w)−1(Ψw,λ,C)⊗L(GXλ, X)

Here the L(GXλ, X) are simple holonomic G-equivariant DX-modules with regular
singularities, whose De Rham complex is the intersection homology complex of GXλ

(suitably shifted).

H̃n+dimT−codim(GXλ,X)+l(w)−1(Ψw,λ,C) is a finite dimensional vector space with
trivial (G,DX)-structure.

At this point there is a lot of unexplained notation in the statement of Theo-
rem 2.1. These notations will be introduced in subsequent sections, but to help the
reader we will give a summary at the end of this introduction. At this point we
suffice by saying that the direct sum runs over a certain finite subset of the product
of the Weyl group of G with Y (T )R.

To apply Theorem 2.1 one has to know the G-structure on L(GXλ, X). This
is the subject of Theorem 7.3.7 below where an explicit formula is given for the
G-character of L(GXλ, X) (under condition (*)).

How restrictive is condition (*) ? We will give two stable criteria for condition
(*) to hold (Theorem 7.2.4 and Theorem 7.2.7 below). The first one says that (*)
holds if the irreducible subrepresentations of W occur with high enough multiplic-
ity. The second one, for simple groups, asserts that (*) holds if W has a simple
subrepresentation having a big highest weight, lying in the root lattice.

A combination of these two results shows that if G is simple of adjoint type then
(*) is satisfied for all but a finite number of W .

Our results contain of course the case when G is a torus since then (*) is always
true. In particular Theorem 2.1 reduces to [29, Thm. 3.4.1].

In this paper we compute two more examples (see 7.4). If G = Sl(V ), dimV = 2,
then (*) holds unless W = V, S2V . Then we recover the results in [26] and [9] from
Theorems 2.1 and 7.3.7.

If G = Sl(V ), dim V = 3, W = V m then (*) holds if m ≥ 3. In that case we
use Theorems 2.1 and 7.3.7 to determine when (U ⊗ R)G is Cohen-Macaulay. It
is shown that (if m ≥ 4) there are exactly (m − 3)2 U ’s for which this is the case,

whereas Stanley’s criterion would only predict (m−5)(m−4)
2 .

Now we give an outline of the proof of Theorem 2.1. In [28] a spectral se-
quence was constructed, using algebraic De Rham homology [16] which abuts to
Hi
Xu(X,OX). However the terms in this spectral sequence are of rather complicated

nature, so it is difficult to draw conclusions.
A first observation is that this spectral sequence can be constructed in the more

flexible framework of D-modules and then we can use the methods of [29] for the
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torus case, to construct a more refined version with computable terms. However
while it was clear that in the torus case the resulting spectral sequence was degen-
erate ([29, Thm. 3.4.1]) this is not at all clear for the general case.

Therefore use the Riemann-Hilbert correspondence to translate our problem to
a problem about constructible sheaves. That is, we have to compute the perverse
homology of RΓXu(X,C). Working in the framework of constructible sheaves has
the added advantage that this formalism is more flexible since we are not restricted
to smooth varieties.

Nevertheless it is still not clear why the resulting spectral sequence degenerates.
It is conceivable that this would follow from some form of Hodge theory, but we
have preferred to follow an alternative route (which is morally equivalent according
to [11]). We work in the l-adic derived category. In that case there is an extra
structure given by the Tate twists, and it turns out that the differentials in the
E2-term of the spectral sequence (5.7) are incompatible with it. Therefore they
have to be zero.

Where does condition (*) come in ? Actually in two places. Firstly, we have
to control somehow the perverse homology of RπPλ,G∗(Ql G×PλXλ

) (or equivalently
the homology of (πPλ,Gi)+OG×PλXλ

where i is the inclusion GXλ →֒ X). Condition
(*) guarantees that this homology is a simple perverse sheaf (simple holonomic DX -
module) whose support isGXλ [15]. This puts a sharp constraint on the differentials
in our spectral sequence.

Secondly, because the homology of (πPλ,Gi)+OG×PλXλ
is in one degree, we can

use Euler characteristics to compute its G-structure. This is the basis for the proof
of Theorem 7.3.7.

Now we summarize the undefined notations in the statement of Theorem 2.1.
Along the way we introduce some auxiliary notations which will come back in
subsequent sections.

Let X(T ) be the character group of T and let w1, . . . , wd be a basis of W for
which the action of T is diagonal. Let α1, . . . αd ∈ X(T ) be the corresponding
weights. It is easy to see that Xλ is a linear subspace of X , spanned by those w∗

i

such that 〈λ, αi〉 < 0 where 〈 , 〉 is the natural pairing between X(T ) and Y (T ).
Pλ is the subgroup of G containing T and having roots ρ such that 〈λ, ρ〉 ≥ 0.
These descriptions still make sense for λ ∈ Y (T )R. Hence the notations Xλ, Pλ will
also be used in this more general setting. It is still true that Pλ is parabolic and
PλXλ = Xλ.

Choose a Borel B containing T . The roots of B will be the negative roots. Φ,
Φ+, S will resp. be the roots, the positive roots and the simple roots of G. WG will
be the Weyl group of (G, T ) and l(w) will be the length of w in WG with respect
to S.

If λ ∈ Y (T )R then Hλ is the Levy subgroup of Pλ and Wλ, Φλ, Φ+
λ and Sλ are

respectively the Weyl group of Hλ (i.e. the stabilizer of λ under the action of WG

on Y (T )R), the roots of Hλ (i.e. those roots such that 〈λ, ρ〉 = 0), the positive roots
of Hλ and the simple roots of Hλ.

If P is parabolic subgroup of G then we define AP = {λ ∈ Y (T )R | Pλ ⊃ P}.
If G is semi-simple then AP is a simplicial cone in Y (T )R. We put CP = AP ∩ C
where C is be the closed unit ball for a WG-invariant norm on Y (T )R.

If λ, λ′ ∈ Y (T )R then λ ∼ λ′ if Xλ = Xλ′ . This defines a WG-invariant equiva-
lence relation on Y (T )R. If U ⊂ Y (T )R, λ ∈ Y (T )R then Uλ = {λ′ ∈ U | λ′ ∼ λ}.
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We choose a set of representatives Λ ⊂ CB for the equivalence classes CB/∼ in
such a way that if λ ∈ Λ then Pλ ⊃ Pλ′ for all λ′ ∼ λ, λ′ ∈ CB . According to
lemma 6.1, and the discussion thereafter, this is possible.

If λ ∈ CB , w ∈ Wλ (i.e. wλ = λ) then

A
(w,λ)
B = AB −

⋃

s∈Sλ∩w−1Φ+
λ

APs

where Ps is the parabolic subgroup of G containing B and having s as a unique
simple root.

A pair (w, λ) ∈ WG×Λ is called admissible if w ∈ Wλ and if (AB)λ∩A
(w,λ)
B 6= ∅.

For (w, λ) admissible one defines

Ψw,λ = (CB \ ∂C)λ ∩A
(w,λ)
B − (CB \ ∂C)λ ∩A

(w,λ)
B

The author wishes to thank O. Gabber and M. Brion for some useful discussions.
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3. Preliminaries

3.1. G-equivariant D-modules. If X is is a scheme over C, then we denote by
OX -qch the category of quasi-coherent OX -modules.

We start with the following diagram of objects and maps

(3.1) G×G×X

d0−→
d1−→
d2−→

G×X

d0−→
s0−→
d1−→

X

d0(g1, x) = g−1
1 x d0(g1, g2, x) = (g2, g

−1
1 x)

d1(g1, x) = x d1(g1, g2, x) = (g1g2, x)

s0(x) = (e, x) d2(g1, g2, x) = (g1, x)

Definition 3.1.1. [3] A G-equivariant quasi-coherent OX -module is a pair (F , θ)
where F ∈ OX -qch and θ is an isomorphism d∗1F → d∗0F in OG×X -qch such that

d∗0θ ◦ d
∗
2θ = d∗1θ

s∗0θ = idF
(3.2)

The corresponding category is denoted by (G,OX)-qch.

If there is no possibility for confusion we will simply write F for (F , θ).
Functors compatible with (flat or smooth) base-change preserve G-equivariance,

since they preserve (3.2).
If X is a point then the category (G,OX)-qch is equivalent with the category

or rational G-representations, that is vector spaces with a linear G-action, such
that each vector is contained in a finite dimensional G-representation (as algebraic
group).

Assume now that X is smooth. Let DX be the sheaf of differential operators
on X and denote by DX -qch the category of quasi-coherent DX modules and by
Db(DX -qch) the associated derived category. We will identify DX -qch with its
essential image in Db(DX -qch).

If π : X → Y is a map between smooth schemes then π∗ defines a func-
tor DY -qch → DX -qch and there is a formalism of direct and inverse images
π!, π+, π

!, π+ between appropriate subcategories of Db(DX -qch) and Db(DY -qch)
for which we refer the reader to [5].

Assume now that Y is a closed subset of X , that X is smooth and that X and Y
are irreducible. An important object is L(Y,X) which is the holonomic DX -module
whose De Rham complex is the intersection homology complex on Y (up to shift)

[10]. L(Y,X) is the unique simple quasi-coherent submodule ofH
codim(Y,X)
Y (X,OX)

whose support is Y .
A G-equivariant quasi-coherentDX -module is a pair (F , θ) where F is in DX -qch

and θ : d∗1F → d∗0F is in DG×X -qch such that (3.1) holds. Note that this makes
sense since both d∗1F and d∗0F are in DG×X -qch.

This implies that object in (G,DX)-qch are compatible with standard functors,
since these commute with smooth base-change. We think in particular of π∗, Hiπ+,
Hiπ! for a G-equivariant map π and HiY (X,−) for a G-equivariant closed subset Y
of X . It also follows from the description above that L(Y,X) is in (G,DX)-qch.

Object in (G,DX)-qch are rather rigid, as is shown in the following proposition.
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Proposition 3.1.2. Assume that G is connected. Then the forgetful functor (G,DX)-qch→
DX-qch is fully faithful. Furthermore if M ∈ (G,DX)-qch and N ⊂M in DX-qch
then N ∈ (G,DX)-qch.

Proof . This is presumably well-known, but I have not been able to locate a refer-
ence.

The proof below is a straightforward adaptation of the proof of [20, (1.9.1)]. It
is based upon a generalization of [2, 4.2.5,4.2.6]. This generalization is deferred to
the appendix.

Let (M, φ), (N , ψ) ∈ (G,DX)-qch and let f ∈ HomDX (M,N ). Then by A.1(1)
there is a g ∈ HomDX (M,N ) such that d∗0g = ψ ◦ d∗1f ◦ φ

−1. I.e. the following
diagram is commutative.

d∗1M
ψ

−−−−→ d∗0N

d∗1f

x





d∗0g

x





d∗1M
φ

−−−−→ d∗0N

Restricting to the unit section yields f = g. I.e. f ∈ Hom(G,DX)(M,N ).
To show the second part of the Proposition, letM ∈ (G,DX)-qch and N ⊂M in

DX -qch. Then by A.1(2) there exist N ′ ⊂M in DX -qch such that d∗0N
′ = φ(d∗1N ).

Restricting to the unit section yields N ′ = N . I.e. N is in (G,DX)-qch.

Remark 3.1.3. Actually we will use Proposition 3.1.2 only in the case of regular
holonomic D-modules.

Proposition 3.1.2 and the foregoing discussion dispense us to a certain extent of
having to work with G-equivariant derived categories [3] (if G is connected).

That is, instead of directly computing in (G,DX)-qch we work in DX -qch (or in
Db(DX -qch)) and in the end we know that we obtain G-equivariant sheaves, having
a unique G-structure.

Sometimes G-equivariant quasi-coherent DX -modules are just too rigid. It is
then useful to have the following weaker notion available [6].

A weakly G-equivariant quasi-coherent DX -module is a couple (M, φ) with the
usual properties, except that φ should only be inOG⊠DX -qch. I.e. one only requires
that φ is OG-linear, instead of DG-linear. The category of weakly G-equivariant
quasi-coherent DX -modules is denoted by (G,DX)-wqch. Again these categories
are stable under various natural functors.

The difference between (G,DX)-qch and (G,DX)-wqch maybe illustrated in the
case that X is a point and G connected. In that case (G,DX)-qch is the cat-
egory of C-vector spaces, whereas (G,DX)-wqch is the category of rational G-
representations.

3.2. The l-adic derived category. In this subsection X will be a scheme of finite
type over a field k and l will be some integer, different from the characteristic of k.

In [12, §1.1.2] Deligne defined Db
c(X,Zl) (i.e. the derived category of l-adic

sheaves with bounded constructible homology) as

(3.3) 2− proj limDb
cftd(X,Z/l

n)

where Db
cftd(X,Z/l

n) is the full subcategory of Db
c(X,Z/l

n) consisting of complexes
of finite Tor-dimension.
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Deligne showed that if for any finite extension k′ of k the groupsHi(Gal(k/k′),Z/l)
are finite then (3.3) yields a triangulated category equipped with a t-structure whose
heart is the category of constructible l-adic sheaves and hence one obtains a sat-
isfactory theory. Furthermore the formalism of variance on Db

c(−,Zl) is directly
derived from that of Db

c(−,Z/l
n) by passage to the limit.

More recently people have given definitions of Db
c(X,Zl) which are valid in

greater generality. For example in [2] a definition by O. Gabber is mentioned,
which is unfortunately unpublished.

A published definition is that of Ekedahl [14] which we will follow in these notes.
It constructs Db

c(X,Zl) as a triangulated subcategory of a derived category of an
abelian category having enough injectives. This will be very useful for us.

We will now outline Ekedahl’s construction in the least generality possible, and
we will also change notations in such a way that they are more convenient for us
in the sequel.

Denote by (Zl)X -mod the ringed topos of inverse systems of sheaves on X :
F1 ← F2 ← · · · ← Fn ← · · · where Fn is a sheaf of (Z/ln)X -modules, and let
(Zl)X itself stand for the object (Z/l)X ← (Z/l2)X ← · · · . ((Zl)X -mod is not to
be confused with the category of Zl-sheaves on X . This notion will never be used.)

Then Db
c(X,Zl) is a full triangulated subcategory of D((Zl)X -mod) consisting

of “normalized” complexes with bounded constructible homology (see loc. cit. for
precise definitions).

If π : X → Y is a morphism of k-schemes of finite type then we have a pair of
adjoint functors

π∗ : (Zl)X -mod→ (Zl)Y -mod

π∗ : (Zl)Y -mod→ (Zl)X -mod

which may be computed termwise on the inverse systems. π∗ and π∗ give rise to
the corresponding functors on D((Zl)∗-mod) and Db

c(−,Zl).
There is another standard pair of adjoint functors

Rπ! : Db
c(X,Zl)→ Db

c(Y,Zl)

Rπ! : Db
c(Y,Zl)→ Db

c(X,Zl)

which is constructed in [14].
For maps

F
i
−→ X

j
←− U

where i is a closed immersion and j is an open embedding there are functors
j!, j∗, j

∗, i! i∗, i∗ between the appropriate categories (Zl)F -mod, (Zl)U -mod and
(Zl)X -mod which also may be computed termwise. These functors satisfy the com-
patibilities of [2, §1.4] and hence a theory of perverse sheaves in Db

c(X,Zl) may be
developed.

Suppose that π : X → Y is a proper surjective map between k-schemes of finite
type. We say that π is a small resolution [15, §6.2] if π is birational, X is smooth
and for all n > 0, codim{y ∈ Y | dim π−1(y) ≥ n} > 2n. We will make essential
use of the following result.

Proposition 3.2.1. Let π : X → Y be a small resolution and put d = dimY . Then
Rπ∗(Ql)X [d] is a simple perverse sheaf on Y which gives rise to the intersection
homology on Y , associated to the local system (Ql)Y .
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Proof . This is a purely formal result once one has a theory of perverse sheaves.
See loc. cit. for a proof in the topological case.

Now we introduce some supplementary notations which will be needed in the
next sections.

If X is as above and U
i
−→ X a locally closed embedding then for F ∈ (Zl)X -mod

we denote i∗i
!F by Γ

U
(F). Since the left adjoint of the functor Γ

U
is i!i

∗ which is

exact, Γ
U

preserves injectives. If i is a closed embedding then Γ
U

(F) is simply the

sheaf of sections of F with support in i(U).
If Y ⊂ T ⊂ X are closed subsets of X such that U = T − Y then there is an

exact sequence

(3.4) 0→ Γ
Y

(F)→ Γ
T
(F)→ Γ

U
(F)

in (Zl)X -mod, which may be completed by 0 on the right if F is injective. Hence
(3.4) gives rise to triangles in D+((Zl)X -mod) and Db

c(X,Zl).
If we have a morphism of k-schemes π : X ′ → X of finite type and closed subsets

T ′ ⊂ X ′, T ⊂ X such that π(T ′) ⊂ T then for F ∈ (Zl)X -mod there is obviously a
unique map, which we will denote by Γ

T ′,T
(F), which makes the following diagram

commutative

(3.5)

π∗ Γ
T ′

(F) −−−−→ π∗F




y

Γ
T ′,T

(F)





y
id

Γ
T
(π∗F) −−−−→ π∗F

where the horizontal arrows are the natural injections. More generally if we have a
diagram

(3.6)

Y ′ −−−−→ T ′ −−−−→ X ′





y





y





y

π

Y −−−−→ T −−−−→ X

where the horizontal maps are closed immersions and we put U ′ = T ′ − Y ′, U =
T − Y , then there is a map Γ

U ′,U
(F) which fits in the following diagram

(3.7)

0 −−−−→ π∗ Γ
Y ′

(F) −−−−→ π∗ Γ
T ′

(F) −−−−→ π∗ Γ
U ′

(F)




y

Γ
Y ′,Y

(F)





y

Γ
T ′,T

(F)





y

Γ
U′,U

(F)

0 −−−−→ Γ
Y

(π∗F) −−−−→ Γ
T
(π∗F) −−−−→ Γ

U
(π∗F)

The definition uses the fact that π−1(U) ∩ U ′ is open in U ′ and closed in π−1(U).
Γ
U ′,U

(F) is the composition of the following maps π∗ Γ
U ′

(F) = π∗ Γ
U ′

(F|X ′ −

Y ′)
restr.
−−−→ π∗ Γ

π−1(U)∩U ′
(F|X ′−π−1(Y ))

Γ
π−1(U)∩U′,U
−−−−−−−−−→ Γ

U
(π∗(F)|X−Y ) = Γ

U
(π∗F).

From this description one deduces that Γ
U ′,U

(F) depends only on the data

(U ′, U,X ′, X,π,F) and not on the particular choice of Y, Y ′, T, T ′.
If F is injective then the exact sequences in (3.7) may be completed with 0 on

the right and hence they induce morphisms of triangles in D+((Zl)X -mod) and
Db
c(X,Zl).
The following special case will be used in the following sections. Assume that

π : X ′ → X is proper of finite type. Then the adjointness of the functors Rπ! = Rπ∗
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and Rπ! induce a trace map for F ∈ Db
c(X,Zl), Trπ(F) : Rπ∗(Rπ

!F)→ F . Usually
we just write Trπ if no confusion is possible. Now represent Rπ!F and F by
injective complexes J . and I . in (Zl)X -mod and (Zl)X′ -mod respectively. Then
Trπ is represented by a map (determined up to homotopy) π∗J

. → I ., which we
will also denote by Trπ.

Now suppose that we have a diagram of the form (3.6). Then we will also

denote by Trπ the composition of maps π∗ Γ
U ′

(J .)
Γ

U′,U
(J.)

−−−−−−→ Γ
U

(π∗J
.)

Γ
U

(Trπ)
−−−−−→

Γ
U

(I .). This map induces a map Trπ : Rπ∗RΓ
U ′

(Rπ!F)→ RΓ
U

(F) in Db
c(X,Zl),

independent of the choices we have made.
We will need the following lemma, which gives a direct construction of Trπ in

the case of closed immersion. (That is using the right hand side of (3.8)).

Lemma 3.2.2. Suppose that we have a diagram

T ′ j
−−−−→ X ′





y
θ





y

π

T
i

−−−−→ X

where the horizontal maps are closed immersions, π : X ′ → X is proper, of finite
type and F ∈ Db(X,Zl). Then there is a commutative diagram

(3.8)

Rπ∗Rj∗Rj
!Rπ!F

∼=−−−−→ Rπ∗RΓ
T ′

(Rπ!F)




y
Ri∗(Trθ(Ri!F))





y
Trπ

Ri∗Ri
!F

∼=
−−−−→ RΓ

T
(F)

Here the horizontal maps are the natural identifications. The left most vertical map
is defined via the identification Rπ∗Rj∗Rj

!Rπ!F = Ri∗Rθ∗Rθ
!Ri!F .

Proof . Let µ : Rπ∗RΓ
T ′

(Rπ!F)→ RΓ
T
(F) be the map which makes (3.8) com-

mutative. Using the fact Tr is compatible with compositions of maps we can make
the following commutative diagram

(3.9)

Rπ∗Rj∗Rj
!Rπ! Rπ∗(Trj(Rπ

!F))
−−−−−−−−−−−→ Rπ!Rπ

!F




y
Ri∗(Trπ(Ri!F))





y
Trπ(F)

Ri∗Ri
!F

Tri(F)
−−−−→ F

Since Rj∗Rj
! = RΓ

T ′
, Ri∗Ri

! = RΓ
T

and since under these identifications, Tri,

Trj are given by the natural transformations RΓ
T ′
→ id, RΓ

T
→ id, combining

(3.8) and (3.9) yields the following commutative diagram.

(3.10)

Rπ∗RΓ
T ′

(Rπ!F) −−−−→ Rπ∗Rπ
!F





y

µ





y
Trπ(F)

Γ
T
F −−−−→ F

Now Rπ∗RΓ
T ′

(Rπ!F) clearly has support in T and the standard triangle (3.4)

RΓ
T
(F)→ F → RΓ

X−T
(F)→
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where Homi(Rπ∗RΓ
T ′

(Rπ!F), RΓ
X−T

(F)) = 0 for i ∈ Z, shows that µ is unique.

Since the definition of Trπ shows that putting µ = Trπ makes (3.10) commuta-
tive. µ must be equal to Trπ.

Remark 3.2.3. By replacing Rπ∗ by Rπ! the above statements remain valid for
non-proper maps. This makes the discussion slightly more technical, and since it
is not needed for the sequel, we have chosen not to include it.
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4. On the construction of single complexes from double complexes
when maps are only given up to homotopy

In this section we construct some machinery to deal with the technical problem
that the trace map, discussed in the previous section, is only determined up to
homotopy (unlike in the case of residual complexes, see [16]). Matters would be
greatly simplified if there were a canonical way to define a trace map on l-adic
shaves which is compatible with compositions of maps. Our approach here is a
generalization of [23]).

In the sequel AT will stand for (Zl)T -mod and A will stand for the collection
of categories (Zl)∗-mod. This is merely a hypothesis of convenience since for the
most part, an arbitrary abelian category fibered over Sch may be used. Restricting
to (Zl)-mod allows us to use without worries the formalism of inverse and direct
images, outlined in Section 3.2.

If C is an abelian category then C(C) is the category of complexes over C and
K(C) is the category of complexes modulo homotopy. CF (C) and KF (C) are the
corresponding categories of filtered complexes.

We will consider structures of the form

T = (P, e, S, (Xp)p∈P , (πp,q) p,q∈P
p≤q

)

where

(1) P is a locally finite poset. I.e.

∀p, q ∈ P : |{r ∈ P | p ≤ r ≤ q}| <∞

(2) e : P → Z is an order preserving map.
(3) S is a base scheme.
(4) The (Xp)p are S-schemes.
(5) πp,q : Xp → Xq are S-morphisms such that πp,p = id and πq,rπp,q = πp,r.

A subset Q ⊂ P is said to be catenary if for all p, q ∈ Q, p ≤ q and all maximal
chains p = p0 < p1 < · · · < pn = q with p0, · · · , pn ∈ Q have the same length and
for such a maximal chain one has n = e(q)− e(p).

We will use T to define several categories.

4.1. C(T ,K(A)).
Objects : ((Fp)p∈P , (dp,q) p,q∈P

p≤q,e(q)=e(p)+1

) with

(1) (Fp)p complexes in C(AXp).
(2) {p | Fp 6= 0} is contained in a catenary subset of P .
(3) dp,q : πp,q∗Fp → Fq maps of complexes with the property that for p, q ∈ P ,

e(q) = e(p) + 2
∑

p≤r≤q
e(r)=e(p)+1

|dr,qπr,q∗(dp,r)

is homotopic to zero.

Morphisms : If F = ((Fp), (dp,q)), G = ((G), (dp,q)) are in C(T ,K(A)) then
the elements of Hom(F ,G) are represented by (fp,q) p,q∈P

p≤q,e(p)=e(q)

where the (fp,q)
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are maps of complexes fp,q : πp,q∗Fp → Gq with the property that for p, q ∈ P ,
e(q) = e(p) + 1.

(4.1)
∑

p≤r≤q
e(r)=e(p)

dr,qπr,q∗(fp,r)−
∑

p≤r≤q
e(r)=e(q)

fr,qπr,q∗(dp,r)

is homotopic to zero.

4.2. C(T ,A).
Objects : ((Fp)p∈P , (dp,q) p,q∈P

p≤q

) with

(1) Fp a Z-graded object over AXp . I.e. formally Fp = ⊕i∈ZFp,i, Fp,i ∈ AXp .
(2) {p | Fp 6= 0} is contained in a catenary subset of P .
(3) dp,q : πp,q∗Fp → Fq graded maps of degree e(p)−e(q)+1 with the property

that for p, q ∈ P , p ≤ q
∑

p≤r≤q

dr,qπr,q∗(dp,q) = 0

Morphisms : If F = ((Fp), (dp,q)), G = ((Gp), (dp,q)) are in C(T ,A) then the
elements of Hom(F ,G) are represented by maps (fp,q) p,q∈P

p≤q

where the (fp,q) are

graded maps πp,q∗Fp → Gq of degree e(p)−e(q) with the property that for p, q ∈ P ,
p ≤ q

∑

p≤r≤q

dr,qπr,q∗(fp,r)− fr,qπr,q∗(dp,r) = 0

Homotopy : Let F , G be as above and suppose that there are maps f = (fp,q) :
F → G in C(T ,A). Then a homotopy between f and g is represented by (hp,q)p≤q
where the hp,q : πp,q∗Fp → Gq are graded maps of degree e(p)− e(q)− 1 such that

fp,q − gp,q =
∑

p≤r≤q

hr,qπr,q∗(dp,r) + dr,qπr,q∗(hp,r)

4.3. K(T ,K(A)).
K(T ,K(A)) is defined as C(T ,K(A)) but now we suppose that the dp,q are

homotopy classes and if f = (fp,q) represents a morphism, then again the fp,q are
homotopy classes.

4.4. K(T ,A).
K(T ,A) has the same objects as C(T ,A), but know HomK(T ,A)(F ,G) is equal

to HomC(T ,A)(F ,G) modulo homotopy.

4.5. Functors. We will also define some functors between these categories. For :
C(T ,A) → C(T ,K(A)) (a forgetful functor, because it forgets some structure)
sends an objectF = ((Fp), (dp,q) p,q

p≤q
) ∈ C(T ,A) to For(F) = ((Fp), (dp,q) p,q

e(q)=e(p)+1
)

but now we consider Fp as a complex with differential (−)e(p)dp,p. It is easy to check
that For(F) lies in C(T ,K(A)). The definition of For on maps is obvious.

Clearly, For factors to give a functor For : K(T ,A)→ K(T ,K(A)), also denoted
by For.

Tot : C(T ,A)→ CF (A) is the functor, which associates to an object in C(T ,A)
its filtered total complex. Suppose that F = ((Fp), (dp,q)) is in C(T ,A). Denote
the structure map of Xp → S by πp. Then Tot(F), as a graded object, is given
by ⊕p∈Pπp∗Fp(−e(p)) and the differential ⊕πq∗(dp,q) makes it into a complex, i.e.
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an object of C(AS). Furthermore Tot(F) is equipped with an ascending filtration,
defined as follows :

(4.2) F−k Tot(F) = ⊕e(p)≥kπp∗F(−e(p))

and grTot(F) is given by⊕k∈Z⊕e(p)=kπp∗Fp(−k) which leads to a spectral sequence
for the homology of Tot(F). (Of course, at this stage, not necessarily convergent.)

(4.3) E1
−uv : ⊕e(p)=uH

v(πp∗Fp)⇒ Hv−u(TotF)

with differential d : E1
−uv → E−u+1v given by ⊕ e(p)=u,e(q)=u+1

p≤q

πq∗dp,q. An impor-

tant fact is that the E1-term of this spectral sequence only depends upon the image
of For(F) in K(T ,K(A)).

Tot obviously factors through a functor K(T ,A) → KF (AS) which we will
denote by Tot too.

Example 4.5.1. Consider T = (Z, id, X, (Xp = X)p∈Z, (πp,q = id)pq) Then C(T ,K(A))
are complexes over K(A), whereas the elements of C(T ,A) may be considered as
double complexes with extra maps thrown in of degrees (2,−1), (3,−2), etc. . . . In
case A is a module category, this situation has been studied in [23]

Now let C0(T ,K(A)) resp. K0(T ,K(A)) stand for the full subcategories of
C(T ,K(A)) and K(T ,K(A)) whose objects ((Fp)p, (dp,q)) have the property that

for all p ≤ q, Homi
K(AXq )(πp,q∗Fp,Fq) = 0 for i < 0.

Similarly we define C0(T ,A) and K0(T ,A) as the full subcategories of C(T ,A),
K(T ,A) with objects ((Fp), (dp,q)) such that for all p ≤ q and for all i < 0,

Homi
K(AXq )(πp,q∗Fp,Fq) = 0. Here Fp is made into a complex using differential

(−)e(p)dp,p. Clearly For−1(C0(T ,K(A)) ⊂ C0(T ,A).
The following result is crucial for us.

Theorem 4.5.2. For induces an equivalence between K0(T ,A) and K0(T ,K(A)).

Proof . The proof of this result is standard. See e.g. [23, Section 2] or [2, Prop
3.2.9] for similar results.

4.6. Systems of support. Let T be as before and let Y = (Yp)p∈P a collection
of closed subsets Yp ⊂ Xp with the property that πp,q(Yp) ⊂ Yq for q ≥ p. Such an
Y will be called a compatible system of supports.

If F = ((Fp), (dp,q)) ∈ C(T ,A) then we define

Γ
Y

(F) = (Γ
Yp

(Fp),ΓYq
(dp,q) ◦ Γ

Yp,Yq
(Fp))

Let T = (Tp)p, Y = (Yp)p be compatible systems of supports where Tp ⊂ Yp for all

p ∈ P . We put U = Y − T
def
= (Yp − Tp)p∈P . Then we define

Γ
U
(F) = (Γ

Up
(Fp),ΓUq

(dp,q) ◦ Γ
Up,Uq

(Fp))

and there is a “termwise” exact sequence

0→ Γ
T
(F)→ Γ

Y
(F)→ Γ

U
(F)

in C(T ,A) which may be completed by 0 on the righthand side if all (Fp)p are
injective in each degree.

Now suppose that Q ⊂ P is a subset with the property that

(4.4) ∀p, q ∈ Q, p ≤ q, ∀r ∈ P, p ≤ r ≤ q ⇒ r ∈ Q
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Define Γ
Q

(F) = ((F ′
p), (dp,q)) where

F ′
p =

{

Fp if p ∈ Q

0 otherwise

and similarly

d′p,q =

{

dp,q if p, q ∈ Q

0 otherwise

Then clearly Γ
Q

(F) ∈ C(T ,A).

Now let Q1 ⊂ Q2 ⊂ P be subsets with the property that ∀p ∈ Qi, ∀q ∈ P, q ≥
p⇒ q ∈ Qi. Then Q = Q2 −Q1 has property (4.4) and there is an exact sequence
in C(T ,A)

0→ Γ
Q1

(F)→ Γ
Q2

(F)→ Γ
Q

(F)→ 0

Note that Γ
U

and Γ
Q

may also be defined on maps, and hence are functors.
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5. Some spectral sequences

5.1. Stratifications. This section summarizes the results in [28, Section 4], which
give a generalization to the classical stratifications of the unstable locus of a repre-
sentation. (See [17][19]). For the proofs we refer to loc. cit. They were stated for
an algebraically closed base field but it is clear that they remain valid in the case
we consider below.

Let k be a field of characteristic 0 and let G be a split connected reductive
group over k. Let T , B be resp. a split maximal torus in G and a Borel subgroup
containing T . Denote by Φ the set of roots of (G, T ).

Let X(T ), Y (T ) stand for the groups of characters and one-parameter subgroups
of T . 〈 , 〉 will be the natural pairing between Y (T ) and X(T ).

Let WG be the Weyl group of (G, T ). We will choose a positive definite, WG

invariant quadratic form ( , ) on Y (T )R. The corresponding norm will be denoted
by ‖ ‖. Y (T ) will be partially ordered by putting λ < λ′ if ‖λ‖ < ‖λ′‖.
W will be a finite dimensional G-representation. We assume that W has a

basis w1, . . . , wd for which the action of T is diagonal, with corresponding weights
α1, . . . , αd ∈ X(T ).

LetR = SW andX = SpecR. The closed points ofX correspond to the elements
of W ∗ and hence X is a linear space spanned by the dual basis w∗

1 , . . . , w
∗
d, on which

T acts with weights −α1, . . . ,−αd.
For λ ∈ X(T ) define

Xλ = {x ∈ X | lim
t→0

λ(t)x = 0}

Pλ = {g ∈ G | lim
t→0

λ(t)gλ(t)−1 exists}

Clearly PλXλ = Xλ. Furthermore, it follows from [22, Proposition 2.5] that Pλ is
a parabolic subgroup of G.

It is easy to see that Xλ is a linear subspace of X , spanned by those w∗
i such

that 〈λ, αi〉 < 0. Pλ is the subgroup of G containing T and having roots ρ ∈ Φ
such that 〈λ, ρ〉 ≥ 0. These descriptions still make sense for λ ∈ Y (T )R. Hence the
notations Xλ, Pλ will also be used in this more general setting. It is still true that
Pλ is parabolic and PλXλ = Xλ.

If λ ∈ Y (T )R then we define Yλ to be the linear subspace of X , spanned by those
w∗
i such that 〈λ, αi〉 ≤ −1. By going to the Lie algebra, we see that PλYλ = Yλ.

Also Xλ = Ynλ for n≫ 0.
If U ⊂ Y (T )R then we define XU =

⋃

λ∈U Xλ. If P is a parabolic subgroup of
G, containing T then

AP = {λ ∈ Y (T )R | Pλ ⊃ P}

I.e.

AP = {λ ∈ Y (T )R | 〈λ, ρ〉 ≥ 0 for all roots ρ of P}

XP will be defined as XAP . Using this notation, the Hilbert-Mumford criterion
may be written as

Xu = GXB

The parabolic subgroups of G, containing B form a combinatorial simplex and the
AP , as defined above, are a standard geometric realization of this simplex.

If E ⊂ X then the set

(5.1) {λ ∈ AB | E ⊂ Yλ}
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is closed convex and hence, if it is non-empty, it contains a unique minimal element.
We denote by B the set of elements of AB that occur as minimal elements of set of
the form (5.1). B is always a finite set. If λ ∈ AB and P is a parabolic subgroup of
G, containing B, then PYλ, PXλ are closed in X . For λ ∈ B we define

SP,λ = PYλ − ∪λ′<λ
λ∈B

PYλ′

Proposition 5.1.1. [28]

(1) Let C ⊂ B be a set with the property that λ ∈ C, λ′ ∈ B, λ′ < λ implies
λ′ ∈ C. Then

⋃

λ∈C

SP,λ =
⋃

λ∈C

PYλ

(2)
⋃

λ∈B SP,λ = PXB

(3) If λ, λ′ ∈ B, λ 6= λ′ then SP,λ ∩ SP,λ′ = ∅.
(4) SP,λ ⊂

⋃

||λ′||≤||λ|| SP,λ′ .

(5) Let λ ∈ B and assume that P is a parabolic subgroup of G, containing B.
Then PSPλ∩P,λ = SP,λ and the natural map

P ×Pλ∩P SPλ∩P,λ → SP,λ

is settheoretically a bijection.

Remark 5.1.2. Using the methods of [28] it is easy to show that the map in 5.1.1(5)
is actually an isomorphism. However we don’t need this.

5.2. Some complexes and their properties. We keep the notations of section
5.1,

If P ⊃ Q are parabolic subgroups of G, containing B and if there is a maximal
chain

Q = P0 ⊂ · · · ⊂ Pu = P

then u will be denoted by l(P/Q). We put r = l(G/B), which is the rank of the
semi-simple part of G. Define

Q = {parabolic subgroups of G, containing B}

If Q,Q′ ∈ Q then we say that Q′ is a face of Q if Q ⊂ Q′. Note that this is a
change in convention with respect to [28]. The new convention is chosen in such a
way that Q′ is a face of Q if and only if AQ′ is a face of AQ.

The faces of dimension n in Q are given by

Qn = {Q ∈ Q | l(G/Q) = n+ 1}

Note that Q−1 = {B}. Topologically B corresponds to the empty set which is by
convention the boundary of every element of Q0.

The boundary maps ∂ : ZQn → ZQn−1 define incidence numbers αQ,Q′ ∈
{±1, 0}

∂(Q) =
∑

αQ,Q′Q′

We will also have occasion to use the following abstract complex

R = {(P,Q) ∈ Q×Q | P ⊃ Q}

where

Rn = {(P,Q) ∈ Q×Q | l(P/Q) + n = r − 1}
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We let (P ′, Q′) be a face of (P,Q) if P ′ ⊃ P ⊃ Q ⊃ Q′. This makes R into a
abstract complex, whose corresponding topological space is an r − 1-dimensional
sphere. If we define α(P,Q),(P ′,Q′), β(Q,Q), as follows

α(P,Q),(P ′,Q′) =











αP,P ′(−)l(Q/B) if l(P ′/P ) = 1, Q = Q′

αQ′,Q if l(Q/Q′) = 1, P = P ′

0 otherwise

(5.2)

β(Q,Q) = (−)⌈
l(Q/B)

2 ⌉(5.3)

then these define incidence numbers forR, together with an identification ofHr−1(|R|,Z)
with Z (the faces of maximal dimension in R are of the form (Q,Q), Q ∈ Q).

Define C = {λ ∈ Y (T )R | ‖λ‖ ≤ 1} and for Q ∈ Q, CQ = C ∩AQ. We are going
to define some particular CW-complex on C.

Let F ⊂ Y (T )R be some convex polytope containing 0 in its interior and choose
a homeomorphism φ : F → C with the property that φ(0) = 0 and for all p ∈ F ,
φ(p) lies on the halfray starting in 0 and going through p.

Let Ξ = {α1, . . . , αd} ∪Φ (the reason for this particular choice of Ξ will become
clear later). Then the hyperplanes in Y (T )R defined by the elements of Ξ cut F
up in pieces, and hence they define in a natural way the structure of a polyhedral
complex on F . The image under φ of this polyhedral complex will be a regular
CW-complex on C, which we will denote by P in the sequel (the elements of P
will be the closed cells). By convention we consider the empty set as a cell in P of
dimension −1 which is the boundary of every cell of dimension zero.

By our choice of φ, and the fact that Φ ⊂ Ξ, for all Q ∈ Q, CQ will be a union
of cells and hence P induces a CW-complex on CQ, denoted by PQ.

We also define
P◦
Q = {σ ∈ PQ | σ ∩ relintCQ 6= ∅}

Proposition 5.2.1. We may find (ασ,σ′ )σ,σ′∈PB ∈ {±1, 0} and for all Q ∈ Q,
(βσ) σ∈PQ

dimσ=dimCQ

with the following properties

(1) ασ,σ′ = 0 unless σ′ is a facet of σ. In that case ασ,σ′ ∈ {±1}.
(2) If σ, σ′′ ∈ PB then

∑

σ′∈PB

ασ,σ′ασ′,σ′′ = 0

(3) βσ ∈ {±1}
(4) Let σ ∈ P◦

Q, dimσ = dimCQ − 1. Then

βσ′
1
ασ′

1,σ
+ βσ′

2
ασ′

2,σ
= 0

where the σ′
1, σ

′
2 are the two cells in PQ having σ as a facet.

(5) Let σ ∈ PQ, dimσ = dimAQ and let Q′ ∈ Q, Q′ ⊂ Q, l(Q/Q′) = 1. Then
there is a unique σ′ ∈ PQ′ with the property that σ ⊂ ∂σ′. Furthermore

ασ′,σβσ′ = αQ′,Qβσ

(Note that necessarily dim σ′ = dimAQ′)

Proof . We will content ourselves by giving the definition of the α’s and the β’s. The
proof that they have the required properties is standard (similar to the verifications
in [21, Chapter IV]).



22 MICHEL VAN DEN BERGH

Denote by CnQ the union of cells in PQ of dimension less than or equal to n. To

simplify the notation, we also define C∨
Q = C

dimCQ−1
Q .

Let iσ stand for the natural inclusions of pairs (σ, ∂σ) ⊂ (CnQ, C
n−1
Q ) where

dimσ = n. Then the natural map

⊕ σ∈PQ

dimσ=n

Hn(σ, ∂σ)@ > ⊕σiσ∗ >> Hn(C
n
Q, C

n−1
Q )

is an isomorphism [21, Theorem 2.1, Ch. IV]. Choose base vectors eσ in Hn(σ, ∂σ)
for σ ∈ PB.

Then one defines ∂iσ∗(eσ) = ⊕σ′ασ,σ′ iσ′∗(eσ′ ) where ∂ is the natural boundary
map

Hn(C
n
B , C

n−1
B )→ Hn−1(C

n−1
B , Cn−2

B )

Now let D = {λ ∈ CB | ||λ|| = 1} and define C(n) =
⋃

dimCQ≤n CQ. Let iQ stand

for the inclusion
(CQ, ∂CQ)→ (C(n) ∪D,C(n−1) ∪D)

where n = dimCQ.

C(n)∪D is obtained from C(n−1)∪D by attaching n-cells of the form CQ. Hence
⊕

Q∈Q
dimCQ=n

Hn(CQ, ∂CQ)
⊕iQ∗

−−−→ Hn(C
(n) ∪D,C(n−1) ∪D)

is an isomorphism and one may choose base vectors eQ ∈ Hn(CQ, ∂CQ) such that

∂iQ∗(eQ) =
⊕

Q

αQ,Q′ iQ′∗(eQ′)

where ∂ is now the natural boundary map

Hn(C
(n) ∪D,C(n−1) ∪D)→ Hn−1(C

(n−1) ∪D,C(n−2) ∪D)

Having chosen the eQ we define βσ by

jQ∗(eQ) = ⊕σβσiσ∗(eσ)

where jQ is the inclusion (CQ, ∂CQ) ⊂ (CQ, C
∨
Q)

Analogous with α(P,Q),(P ′,Q′) we define α(σ,Q),(σ′,Q′) for (σ,Q), (σ,Q′) such that
σ′ ⊂ σ, Q′ ⊂ Q, dimσ − dimσ′ + l(Q/Q′) = 1.

α(σ,Q),(σ′,Q′) =











ασ,σ′(−)l(Q/B) if dimσ′ − dimσ = 1, Q = Q′

αQ′,Q if l(Q/Q′) = 1, σ = σ′

0 otherwise

5.3. The construction of the spectral sequences. We keep the notations of the
previous sections. In particular G, T,B,X,Φ, etc. . . will have their usual meaning.

Below we construct two spectral sequences abutting to pervHnXu(X,Zl). Only the
second one will be important to us afterwards. The first one is included because it
is a direct generalization of [28, Thm 5.2.1], and also because it represents a resting
point in the proof of the second one.

If Q,Q′ ∈ Q, Q ⊂ Q′ then πQ,Q′ will be the projection map G×QX → G×Q
′

X .
Clearly π∗

Q,Q′(Zl)G×Q′X = (Zl)G×QX andRπ!
Q,Q′(Zl)G×Q′X = (Zl)G×QX [2 dimQ′/Q](dimQ′/Q).

The trace map (in Db
c(G×

Q′

X,Zl))

TrπQ,Q′
: RπQ,Q′!Rπ

!
Q,Q′(Zl)G×Q′X = RπQ,Q′∗(Zl)G×QX [2 dimQ′/Q](dimQ′/Q)→ (Zl)G×Q′X
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gives by twisting a map
(5.4)
RπQ,Q′∗(Zl)G×QX [2 dimG/Q](dimG/Q)→ (Zl)G×Q′X [2 dimG/Q′](dimG/Q′)

which we will denote by TrπQ,Q′
too.

As a convention we will denote other maps derived from TrπQ,Q′
by functoriality

also by TrπQ,Q′
. Noteworthy examples are maps induced on homology, perverse

homology and the constructions in section 3.2.

Theorem 5.3.1. There is a second quadrant spectral sequence, converging to pervH−p+q
Xu (X,Zl)

with E1-term

(5.5) E1
−pq =

⊕

(P,Q)∈Rr−1−p

pervRq+2dimG/Q(πQ,G∗◦ΓG×QXP
)(Zl)G×QX(dimG/Q)

The differentials d : E1
−pq → E−p+1q are given by

(5.6)
⊕

α(P ′,Q′),(P,Q)πQ′,G∗(TrπQ,Q′
)

where the sum runs over all pairs

((P,Q), (P ′, Q′)) ∈ Rr−1−p ×Rr−p

such that (P,Q) is a face of (P ′, Q′).

Theorem 5.3.2. There is a second quadrant spectral sequence, converging to pervH−p+q
Xu (X,Zl)

with E1 term
(5.7)

E1
−pq :

⊕

σ∈PB ,Q∈Q,σ⊂CQ\∂C

dimσ−dimT+l(Q/B)=−p

pervRq+2 dimG/Q(πQ,G∗◦ΓG×QXσ
)(Zl)G×QX(dimG/Q)

and the differentials d : E1
−pq → E−p+1q are given by

⊕

α(σ′,Q′),(σ,Q)πQ′,G∗(TrπQ,Q′ )

where the sum runs over all “permissible” pairs ((σ,Q), (σ′, Q′)). Permissible means
that σ ⊂ σ′, Q ⊂ Q′, dimσ′ − dimσ + l(Q′/Q) = 1.

5.4. Proofs of Theorems 5.3.1 and 5.3.2. For Q ∈ Q, let IQ be an injective
resolution of (Zl)G×QX [2 dimG/Q](dimG/Q) in (Zl)G×QX -mod.

The trace map defined by (5.4) gives rise to a map (determined up to homotopy)

πQ,Q′∗IQ → IQ′

which we will also denote by TrπQ,Q′
.

Lemma 5.4.1. Homi
K((Zl)G×Q′

X
-mod)(πQ,Q′∗IQ, IQ′) = 0 for i < 0.

Proof . RπQ,Q′∗ has amplitude [0, 2 dimQ′/Q]. Hence πQ,Q′∗IQ has homology
in degrees [−2 dimG/Q,−2 dimG/Q′], whereas IQ′ has homology only in degree
−2 dimG/Q′. This proves the lemma.
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We define now a poset S which, for technical reasons, is a union of three posets
S1, S2, S3 respectively defined by

S1 = {(σ,Q) | Q ∈ Q, σ ∈ PQ, σ 6⊂ ∂C}

S2 = {(CP , Q) | P,Q ∈ Q, P ⊃ Q} (∼= R)

S3 = {(CB, G)}

S is ordered as follows

(U,Q) ≤ (U ′, Q′) ⇐⇒ Q ⊂ Q′ and U ⊂ U ′

We define e : S → Z by

e(U,Q) =

{

dimU + l(Q/B)− dimT if (U,Q) ∈ S1 ∪ S2

0 if (U,Q) ∈ S3

It is easy to see that e is order preserving. Furthermore S1, S2, S3 are catenary
subsets of S.

For (U,Q), (U ′, Q′) ∈ S we define X(U,Q) as G×QX and π(U,Q),(U ′,Q′) as πQ,Q′ :

G×Q X → G×Q
′

X . It is easily seen that

T = (S, e,X, (X(U,Q)), (π(U,Q),(U ′,Q′)))

satisfies the conditions listed in the beginning of section 4.
Now we proceed by constructing certain objects D,E,F in C0(T ,K(Zl-mod)),

related by maps F
g
−→ E

f
−→ D. According to Theorem 4.5.2 these may be lifted (up

to homotopy) to objects and maps

(5.8) F̃
g̃
−→ Ẽ

f̃
−→ D̃

in C(T ,Zl-mod). We will then construct a family of supports Y for T and we
will show that Tot ◦Γ

Y
applied to (5.8) yields quasi-isomorphims. The perverse

homology of (Tot ◦Γ
Y

)(D̃) will be pervH∗
Xu(X,Zl), whereas the spectral sequence

(4.3) applied to (Tot ◦Γ
Y

)(Ẽ) and (Tot ◦Γ
Y

)(F̃) will yield the spectral sequences

(5.5) and (5.7).
Now we proceed with the constructions. D will be ((F(U,Q)), (d(U,Q),(U ′,Q′)))

where

F(U,Q) =

{

IQ if (U,Q) ∈ S3

0 otherwise

Since S3 is a singleton, d(U,Q),(U ′,Q′) is always zero.
E will be ((F(U,Q)), (d(U,Q),(U ′,Q′))) where

F(U,Q) =

{

IQ if (U,Q) ∈ S2

0 otherwise

and d(U,Q),(U ′,Q′) will be zero unless (U,Q) = (CP , Q), (U ′, Q′) = (C′
P , Q

′) where
(P,Q) is a facet of (P ′, Q′). In that case d(U,Q),(U ′,Q′) = α(P ′,Q′),(P,Q) TrπQ,Q′

.

F will be ((F(U,Q)), (d(U,Q),(U ′,Q′)) where

F(U,Q) =

{

IQ if (U,Q) ∈ S1

0 otherwise
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and d(U,Q),(U ′,Q′) will be zero unless (U,Q), (U ′, Q′) ∈ S1, (U,Q) ≤ (U ′, Q′),
e(U ′, Q′) = e(U,Q) + 1. In that case d(U,Q),(U ′,Q′) = α(U ′,Q′),(U,Q) TrπQ,Q′

.

f : E→ D will be a collection of maps (f(U,Q),(U ′,Q′)) where f(U,Q),(U ′,Q′) is zero
unless (U,Q) = (CQ, Q), (U ′, Q′) = (CB , G). In that case f(U,Q),(U ′,Q′) is equal to
β(Q,Q) TrπQ,G .
g : F→ E will be a collection of maps (g(U,Q),(U ′,Q′)) where g(U,Q),(U ′,Q′) is zero

unless (U,Q) = (σ,Q), (U ′, Q′) = (CP , Q) where for some (P,Q) ∈ R, σ ∈ PP ,
dimσ = dimCP . In that case g(U,Q),(U ′,Q′) is given by βU IdIQ .

One may verify, using Proposition 5.2.1 and lemma 5.4.1 that D,E,F, f, g lie
indeed in C0(T ,K(Zl-mod)).

As already said above, D̃, Ẽ, F̃, f̃ , g̃ will be liftings of D,E,F, f, g to C(T ,Zl-mod)
under the functor For.

For (U,Q) ∈ S define Y(U,Q) = G ×Q QXU . Clearly π(U,Q),(U ′,Q′)(Y(U,Q)) ⊂
Y(U ′,Q′) if (U,Q) ≤ (U ′, Q′) in S and hence Y = (Y(U,Q)) is a T -compatible system
of supports in the sense of section 4.6. Furthermore,

Y(U,Q) =

{

G×Q XU if (U,Q) ∈ S1 ∪ S2

Xu if (U,Q) ∈ S3

Claim 1. (Tot ◦Γ
Y

)(f̃) is a quasi-isomorphism.

Proof . The proof is very similar to the proof of [28, Theorem 5.2.1]
Let C be a subset of B as in Proposition 5.1.1 and define

TC =
⋃

λ∈C

SB,λ =
⋃

λ∈C

Yλ

For (U,Q) ∈ S put TC,U,Q = QTC ∩QXU . Then TC,U,Q is a closed subset of X and
YC = (G×Q TC,U,Q)(U,Q)∈S forms a T -compatible family of supports.

Our aim is now to show, by induction on |C| that (Tot ◦Γ
YC

)(f̃) is a quasi-

isomorphism. Obviously, the case we need is C = B and the case C = ∅ is trivial.
To start the induction let λ be a maximal element of C and put C′ = C − λ. It

follows form Proposition 5.1.1 that

QTC =
⋃

λ∈C

QYλ =
⋃

λ∈C

SQ,λ

Hence TC,U,Q is the disjoint union of TC′,U,Q and SQ,λ∩QXU . Then Yλ
def
= YC−YC′ =

(G×Q (TC,U,Q − TC′,U,Q))(U,Q) = (G×Q (SQ,λ ∩QXU ))(U,Q).
From the discussions in section 4.6 we obtain a commutative diagram in C(T ,Zl-mod)

with exact rows

0 −−−−→ Γ
YC′

(Ẽ) −−−−→ Γ
YC

(Ẽ) −−−−→ Γ
Yλ

(Ẽ) −−−−→ 0




y

Γ
Y
C′

(f̃)





y

Γ
YC

(f̃)





y

Γ
Yλ

(f̃)

0 −−−−→ Γ
YC′

(D̃) −−−−→ Γ
YC

(D̃) −−−−→ Γ
Yλ

(D̃) −−−−→ 0

Hence, by induction, it is now sufficient to show that (Tot ◦Γ
Yλ

)(f̃) is a quasi-

isomorphism. To this end it is sufficient to show that this map induces an isomor-
phism between the E2 terms of the spectral sequences associated to the natural
filtrations (4.2) on (Tot ◦Γ

Yλ
)(D̃) and (Tot ◦Γ

Yλ
)(Ẽ).
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The E1-term of the spectral sequence for (Tot ◦Γ
Yλ

)(Ẽ) looks like

E1
−pq(E) : ⊕(P,Q)∈R−p−1+r

Rq+2dimG/Q(πQ,G∗◦ΓG×Q(SQ,λ∩XP )
)(Zl)G×QX(dimG/Q)

with differential similar to (5.6).

Similarly for (Tot ◦Γ
Yλ

)(D̃) we have

E1
−pq(D) =

{

Rq Γ
SG,λ

(X,Zl) if p = 0

0 otherwise

The maps induced on these E1-terms is zero everywhere, except in degrees p = 0
where it is a map

ǫ : E1
0q(E)→ E1

0q(D) : ⊕(P,Q)∈Rr−1
β(Q,Q) TrπQ,G

(note that (P,Q) ∈ Rr−1 ⇐⇒ P = Q).

Hence to show that Γ
Yλ

(f̃) induces an isomorphism on E2, we have to show that

the following complexes, for varying q, are exact.

(5.9)

· · ·
d
−→ ⊕(P,Q)∈Rr−1−p

Rq+2dimG/Q(πQ,G∗ ◦ Γ
G×Q(SQ,λ∪XP )

)(Zl)G×QX(dimG/Q)

d
−→ ⊕(P,Q)∈Rr−p

Rq+2 dimG/Q(πQ,G∗ ◦ Γ
G×Q(SQ,λ∪XP )

)(Zl)G×QX(dimG/Q)
d
−→ · · ·

ǫ
−→ Rq Γ

SG,λ
(X,Zl)

This complex is similar to [28, eq. (21)] which was for algebraic De Rham homology.
The proof now proceeds as in loc. cit.

Claim 2. (Tot ◦Γ
Y

)(g̃) is a quasi-isomorphism.

Proof . We follow a method similar to the proof of Claim 1.
This time let C be a subset of R with the property that if (P,Q) ∈ C then all

(P ′, Q′) ∈ R such that (P ′, Q′) ≥ (P,Q) are in C. Put

SC = {(U,Q) ∈ S | ∀P ∈ Q : U ⊂ CP ⇒ (P,Q) ∈ C} ∪ {(CB, G)}

Clearly if (U,Q) ∈ SC and (U ′, Q′) ∈ S with (U ′, Q′) ≥ (U,Q) then (U ′, Q′) ∈ SC .
Obviously SR = S. Our aim is to show by induction on |C| that (Tot ◦Γ

Y
◦Γ

SC

)(g̃)

is a quasi-isomorphism (using the notations of §3.6). This shows what we want
since Tot ◦Γ

Y
◦Γ

SR

= Tot ◦Γ
Y
◦Γ

S
= Tot ◦Γ

Y
.

Let (P0, Q0) be a minimal element of C and put C′ = C − (P0, Q0).
Put also

S(P0,Q0) = {(U,Q0) ∈ S | P0 is the maximal element of Q such that U ⊂ CP0}

There are exact sequences in C(T ,Zl-mod)

0 −−−−→ Γ
SC′

(F̃) −−−−→ Γ
SC

(F̃) −−−−→ Γ
S(P0,Q0)

(F̃) −−−−→ 0




y

Γ
S
C′

(g̃)




y

Γ
SC

(g̃)





y

Γ
S(P0 ,Q0)

(g̃)

0 −−−−→ Γ
SC′

(Ẽ) −−−−→ Γ
SC

(Ẽ) −−−−→ Γ
S(P0,Q0)

(Ẽ) −−−−→ 0

Again applying induction, it is now sufficient to show that (Tot ◦Γ
Y
◦Γ

S(P0,Q0)
)(g̃)

is a quasi-isomorphism.
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Now let Γ
S(P0,Q0)

(F̃)′ be obtained from Γ
S(P0,Q0)

(F̃) by replacing all d(U,Q),(U ′,Q′)

where dimU ′ − dimU 6= 0, 1 by 0. Similarly let Γ
S(P0,Q0)

(g̃)′ be obtained from

Γ
S(P0 ,Q0)

(g̃) by replacing all g(U,Q),(U ′,Q′) where dimU 6= dimU ′ by 0.

Then it follows from the definitions of F and g̃ that Γ
S(P0,Q0)

(F)′ and Γ
S(P0,Q0)

(g̃)′

are still in C(T ,A), and yield identical images in C(T ,K(A)) as Γ
S(P0,Q0)

(f̃) and

Γ
S(P0 ,Q0)

(g̃) under For.

By Theorem 4.5.2 this means there are homotopy invertible maps φ, φ′ in
C(T ,Zl-mod) such that the diagram below is commutative up to homotopy

Γ
S(P0 ,Q0)

(F̃)′
φ

−−−−→ Γ
S(P0,Q0)

(F̃)




y

Γ
S(P0,Q0)

(g̃)′




y

Γ
S(P0 ,Q0)

(g̃)

Γ
S(P0 ,Q0)

(F̃)′
φ′

−−−−→ Γ
S(P0,Q0)

(F̃)

Hence it is now sufficient to show that (Tot ◦Γ
Y

)(Γ
S(P0,Q0)

(g̃)′) is a quasi-isomorphism.

Since now Tot is merely applying πQ,G∗, and everything is sight is acyclic for
πQ,G∗, we are reduced to showing the acyclicity of the simple complex, associated
to the following double complex

(5.10)

· · ·
d
−→

⊕

σ∈P◦

P0

dimσ+l(Q0/B)=p−1

Γ
G×Q0Xσ

(G×Q0X, IQ0)
d
−→

⊕

σ∈P◦

P0

dimσ+l(Q0/B)=p

Γ
G×Q0Xσ

(G×Q0X, IQ0)
d
−→ · · ·

ǫ
−→ Γ

G×Q0XP0

(G×Q0 X, IQ0)→ 0

Here d is given by ⊕σ′ face of σασ,σ′ iσ′,σ and ǫ is given by ⊕βσiσ,AQ0
where for

U,U ′ ∈ AQ0 , U ⊂ U
′ we have used the notation iU,U ′ for the inclusion

Γ
G×Q0XU

(G×Q0 X, IQ0)→ Γ
G×Q0XU′

(G×Q0 X, IQ0)

The proof of the exactness of (5.10) is exactly the same as that of [29, lemmas
3.2.2]
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6. Calculation of the spectral sequence (5.7) under condition (*)

In this section we keep the notations of the previous sections and we will assume
throughout that condition (*) holds. Under this hypothesis we will compute the E1

and the E2-terms of the spectral sequence (5.7) and we will show that it degenerates
at E2.

First we have to introduce some more notations. eλ will be the codimension of
Xλ inX . If λ, λ′ ∈ Y (T )R the we will say that λ ∼ λ′ if Xλ = Xλ′ . This equivalence
relation is clearly WG-equivariant. If U ⊂ Y (T )R then Uλ = {λ′ ∈ U | λ′ ∼ λ}. Uλ
is a locally closed subset of U and it is convex if U is convex.

Lemma 6.1. Let λ ∈ CB . Then

P = {g ∈ G | gXλ = Xλ}

is a parabolic subgroup of G and it is of the form Pλ′ for some λ′ ∈ (CB)λ.

Proof . P is a parabolic since it contains B. Let WP be the Weyl group of P .
Then WPXλ = Xλ or ∀w ∈ WP : wλ ∼ λ. Hence Cλ is WP invariant. Put
λ′ = 1

|WP |

∑

w∈WP
wλ. Since Cλ is convex λ′ ∈ Cλ.

We claim that P = Pλ′ . To this end, we have to show that for every root ρ of P
one has 〈λ′, ρ〉 ≥ 0. But

〈λ′, ρ〉 =
1

|WP |

∑

w∈WP

〈λ,wρ〉

Now assume that ρ is a root of the Levy subgroup of P . In that case
∑

w∈WP
wρ = 0

and hence 〈λ′, ρ〉 = 0.
On the other hand if ρ is a root of the unipotent part of P then all (wρ)w∈WP

are roots of B. Since λ ∈ CB this implies that 〈λ,wρ〉 ≥ 0. Hence 〈λ′, ρ〉 ≥ 0.
The fact that B ⊂ P = Pλ implies that λ′ ∈ CB . Hence λ′ ∈ CB ∩Cλ = (CB)λ.

Clearly the parabolic Pλ′ constructed in the above lemma is the largest parabolic
in the set (Pµ)µ∈(CB)λ

. Note that the existence of such a maximal element was not
entirely obvious.

We will choose a set of representants Λ ⊂ CB for the equivalence classes CB/ ∼
in such a way that if λ ∈ Λ then Pλ ⊃ Pµ for all µ ∼ λ, µ ∈ CB. According to
lemma 6.1 this is possible.

In the sequel we assume that the roots of B are the negative roots. Φ,Φ+, S will
resp. be the roots, the positive roots and the simple roots of G. If w ∈ WG then
l(w) is the length of w with respect to S.

If λ ∈ C then Hλ will be the Levy subgroup of Pλ. and we denote by Wλ, Φλ,
Φ+
λ , Sλ resp the Weyl group of Hλ (i.e. the stabilizer of λ in WG), the roots of Hλ

(i.e. those roots such that 〈λ, ρ〉 = 0), the positive roots of Hλ and the simple roots
of Hλ. For Q ∈ Q we let Wλ,Q be those elements of Wλ which map the positive

root of Q ∩Hλ inside Φ+
λ . Note that is λ = 0 then Pλ = Hλ = G.

We need the following result. Let Q,Q′ ∈ Q such that Q ⊂ Q′ and let maps be
named as in the following diagram :

G/Q
πQ,Q′

−−−−→ G/Q′





y

π





y

π

Spec k Spec k
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Note that W0,Q′ ⊂ W0,Q.

Lemma 6.2. Let i ∈ N and Q,Q′ ∈ Q. Then R2i+1π∗(Zl)G/Q = 0 and R2iπ∗(Zl)G/Q(i)
is a free Zl-module (with trivial Galois action) indexed by those elements of W0,Q

having length dimG/Q− i.
Furthermore, for this basis, the trace map

π∗(TrπQ,Q′ ) : R2iπ∗Zl(i)→ R2(i−dimQ′/Qπ∗Zl(i− dimQ′/Q)

is induced by the map W0,Q → W0,Q′ which is the identity on W0,Q′ ⊂ W0,Q, and
zero elsewhere.

Proof . This is well know and easy to prove. See [4] as a classical reference for
the topological case. The point is that G/Q =

⋃

w∈W0,Q
(BwQ/Q) and R2iπ∗Zl(i)

is generated by the characteristic classes of the Bruhat cells BwQ/Q of dimension
dimG/Q− i.

The functorial properties of the trace map insure that these characteristic classes
are compatible with it.

The choice of the set Ξ and the CW-complex P on C (see §4,2) guarantee that
for every σ ∈ PB there exist a λ ∈ relintσ such that Xλ = Xσ and then there is
a unique λ′ ∈ Λ, λ′ ∼ λ. This shows that the spectral sequence (5.7) is build up
from the following basic building blocks.

E
(q)
λ,Q = pervRq+2dimG/Q(πQ,G ◦ Γ

G×QXλ
)(Ql)G×QX(dimG/Q)

where λ ∈ Λ, Q ∈ Q, Q ⊂ Pλ. Note that we did switch to Ql-coefficients.
We will use maps as named in the following diagram :

e = [Pλ]
πQ,Pλ,e

←−−−−− Pλ/Q




y





y

G/Pλ
πQ,Pλ←−−−− G/Q

x





fPλ

x





fQ

G×Pλ Xλ

π(λ,Q),(λ,Pλ)

←−−−−−−−− G×Q Xλ
i

−−−−→ G×Q X




y

π(λ,Pλ),G





y

π(λ,Q),G





y

πQ,G

X X X

Lemma 6.3. Assume that condition (*) holds. Then
(6.1)

E
(q)
λ,Q =

{

0 if q 6∼= dimG×Pλ Xλmod 2

Gλ(−
1
2q + 1

2 dimG×Pλ Xλ)⊗Ql
B

(q)
λ,Q otherwise

where Gλ is a simple perverse sheaf in Db
c(X,Ql) given by

Gλ = pervRdimG×PλXλπ(λ,Pλ),G∗(Ql)G×PλXλ

and B
(q)
λ,Q is the Ql-vector space with basis

(6.2) {w ∈ Wλ,Q | l(w) =
1

2
dimXλ −

1

2
dimG/Pλ −

1

2
q + eλ}
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Proof . First of all note that i is a closed immersion of smooth varieties. Hence we

may invoke [1, XVI 3.8,3.10] to rewrite E
(q)
λ,Q as

(6.3) E
(q)
λ,Q = pervRq+2 dimG/Q−2eλπ(λ,Q),G∗(Ql)G×QXλ

(dimG/Q− eλ)

Here

Rπ(λ,Q),G∗(Ql)G×QXλ
= (Rπ(λ,Pλ),G∗ ◦Rπ(λ,Q),(λ,Pλ)∗)(Ql)G×QX

= (Rπ(λ,Pλ),G∗ ◦ f
∗
Pλ

)(RπQ,Pλ∗(Ql)G/Q)
(6.4)

Now by Deligne’s criterion [13, Thm 1.5]

(6.5) RπQ,Pλ∗(Ql)G/Q =

dimPλ/Q
⊕

i=0

RiπQ,Pλ∗(Ql)G/Q[−i]

Since (G/Pλ)k is simply connected, we may compute the righthand side of (6.5) in
a rational point. We choose e = [Pλ] for this rational point. We find that

(6.6) (6.5) =

2 dimPλ/Q
⊕

i=0

(RiπQ,Pλ,e∗((Ql)Pλ/Q)⊗Ql
(Ql)G/Pλ

)[−i]

To simplify the notation a bit, we will put

A
(i)
λ,Q = R2iπQ,Pλ,e∗(Ql)(i)

A
(i)
λ,Q may be identified with a Ql vector space with trivial Gal(k/k) action. Hence

we find

RπQ,Pλ∗(Ql)G/Q =

dimPλ/Q
⊕

i=0

(A
(i)
λ,Q ⊗Ql

(Ql)G/Pλ
)(−i)[−2i]

Substituting this in (6.4) yields

Rπ(λ,Q),G∗(Ql)G×QXλ
=

dimPλ/Q
⊕

i=0

(Rπ(λ,Pλ),G∗(Ql)G×PλXλ
⊗Ql

A
(i)
λ,Q)(−i)[−2i]

Now by Proposition 3.2.1 and condition (*)

Gλ = Rπ(λ,Pλ),G∗Ql[dimG×Pλ Xλ]

is a simple perverse sheaf. Hence we find that

(6.7) Rπ(λ,Q),G∗(Ql)G×QXλ
= Gλ ⊗





dimPλ/Q
⊕

i=0

A
(i)
λ,Q(−i)[−2i− dimG×Pλ Xλ]





A summand in (6.7) will not contribute to (6.3) unless

i = φ
(q)
λ,Q

where φ
(q)
λ,Q is the following magic number

φ
(q)
λ,Q =

1

2
q + dimG/Q− eλ −

1

2
dimG×Pλ Xλ

To make the notation less heavy, we put B
(q)
λ,Q = A

(∗)
λ,Q where ∗ = φ

(q)
λ,Q if φ

(q)
λ,Q is

integral. Then combining (6.7) and (6.3) yields (6.1).
According to lemma 6.2

B
(q)
λ,Q = {w ∈ Wλ,Q | l(w) = dimPλ/Q− φ

(q)
λ,Q}
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which yields (6.2).

Lemma 6.4. Assume condition (*), q ∼= q′ ∼= dimG ×Pλ Xλmod 2 and k finitely
generated over Q. Then for Q,Q′ ∈ Q, Q,Q′ ⊂ Pλ

(6.8) HomDb
c(X,Ql)(E

(q)
λ,Q, E

(q′)
λ′,Q′) = 0

unless λ = λ′, q = q′. In that case

(6.9) HomDb
c(X,Ql)(E

(q)
λ,Q, E

(q)
λ,Q′) = HomQl

(B
(q)
λ,Q, B

(q)
λ,Q′)

Furthermore the trace morphism for Q ⊂ Q′

RπQ′,G∗(TrπQ,Q′
) : E

(q)
λ,Q → E

(q)
λ,Q′

corresponds, under the identification (6.2) to the natural projection

Wλ,Q →Wλ,Q′

which is the identity on Wλ,Q′ ⊂ Wλ,Q and zero otherwise.

Proof . We use the fact that the Gλ are simple perverse sheaves, with support GXλ.
I.e. Hom(Gλ,Gλ′) = 0 if λ 6= λ′ using condition (*), and consequently (6.8) is true
if λ 6= λ′. Hence assume λ = λ′. Then

HomDb
c(X,Ql)(E

(q)
λ,Q, E

(q)
λ,Q′) = HomQl

(B
(q)
λ,Q, B

(q′)
λ,Q′)⊗Ql

Γ(Ql(−
1

2
(q − q′))

Since we are over a finitely generated extension of Q, Γ(Ql(−
1
2 (q−q′)) is zero unless

q = q′ in which case it is Ql. This proves the first half of lemma 6.4.

To prove the second half assume Q ⊂ Q′. We remember that B
(q)
λ,Q was an

abbreviation for

R2φ
(q)
λ,QπQ,Pλ,e(Ql)Pλ/Q(φ

(q)
λ,Q)

Since φ
(q)
λ,Q′ = φ

(q)
λ,Q − dimQ′/Q there is a trace map

RπQ′,Pλ,e∗(TrπQ,Q′,e
) : R2φ

(q)
λ,QπQ,Pλ,e∗(Ql)Pλ/Q(φ

(q)
λ,Q)→ R

2φ
(q)

λ,Q′πQ′,Pλ,e∗(Ql)Pλ/Q′(φ
(q)
λ,Q′ )

and by lemma 6.2 this map is precisely induced from the projectionWλ,Q →Wλ,Q′ .

We claim that this map corresponds to E
(q)
λ,Q → E

(q)
λ,Q′ . This follows by following

the computations in the proof of lemma 6.3 using the usual properties of the trace
map such as lemma 3.2.2, compatibility with base change, and with compositions
of maps. The argument, which uses the maps indicated in the following diagram,
but notationally somewhat awkward.

(6.10)

Pλ/Q −−−−→ G/Q ←−−−− G×Q Xλ −−−−→ G×Q X




y

πQ,Q′,e





y





y





y

Pλ/Q
′ −−−−→ G/Q′ ←−−−− G×Q

′

Xλ −−−−→ G×Q
′

X




y





y





y





y

e = [Pλ] −−−−→ G/Pλ ←−−−− G×Pλ Xλ −−−−→ G×Pλ
X





y





y

X X

�

Lemma 6.5. Assume condition (*).
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(1) The spectral sequence (5.7), with Ql-coefficients, degenerates at the E2-
term.

(2) The E1-term, with Ql-coefficients, has the form

E1
−pq =

⊕

λ∈Λ

Gλ(−
1

2
q +

1

2
dimG×Pλ Xλ)⊗Ql

E1
−pq,λ

where

E1
−pq,λ =











0 if q 6∼= dimG×Pλ Xλ mod 2
⊕

σ∈PB ,Q∈Q
relintσ⊂(CQ\∂C)λ

dimσ−dimT+l(Q/B)=−p

B
(q)
λ,Q otherwise

Furthermore the differential d−pq : E1
−pq → E1

−p+1,q is induced from differ-

entials on E1
−pq,λ of the form

⊕

α(σ′,Q′),(σ,Q)p
(q)
λ,Q,Q′

where p
(q)
λ,Q,Q′ stands now for the map B

(q)
λ,Q → B

(q)
λ,Q′ , obtained from the

natural projection Wλ,Q →Wλ,Q′

Proof . We may assume that k is finitely generated over Q. The the lemma is a
direct combination of lemmas 6.3 and 6.4 and since Hom(Gλ(−

1
2q + 1

2 dimG ×Pλ

Xλ),Gλ′(− 1
2q

′ + 1
2 dimG×Pλ′ Xλ′)) = 0 unless λ = λ′, q = q′.

Now E1
−pq,λ may be simplified further.

Lemma 6.6.

E1
−pq,λ =

⊕

w∈Wλ

E1
−pq,w,λ

with

E1
−pq,w,λ =

{

QlU−p,w,λ if q = dimXλ − dimG/Pλ − 2l(w) + 2eλ

0 otherwise

where U−p,w,λ is the set

{(σ,Q) | σ ∈ PB, Q ∈ Q, w ∈ Wλ,Q, relintσ ⊂ (CQ\∂C)λ, dimσ−dim T+l(Q/B) = −p}

The differential d−pq : E−pq → E−p+1,q induces differentials on QlU−p,w,λ given by

d(σ,Q) =
∑

(σ′,Q′)

α(σ′,Q′),(σ,Q)(σ
′, Q′)

Here (σ′, Q′) runs through U−p+1,q,w,λ with σ ⊂ σ′, Q ⊂ Q′, dimσ′ = dimσ + 1,
l(Q′/Q) = 0, or dimσ′ = dimσ and l(Q′/Q) = 1.

Proof . This is immediate from lemma 6.5

Hence we have to compute the homology of

(QlU∗,w,λ)∗

First we introduce a few lemmas which will be used afterwards.

Lemma 6.7. Let w ∈ Wλ, λ ∈ CB. Then there exists a unique Q ∈ Q, Q ⊂ Pλ
(denoted by Pw,λ below) which is maximal for the property w ∈ Wλ,Q.
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Proof . Let Q ∈ Q, Q ⊂ Pλ, w ∈ Wλ. Denote the simple and the positive roots
of Q by respectively SQ and Φ+

Q. If S ⊂ X(T ) write 〈S〉+ for the positive integer

linear combinations of S. Then Φ+
Q = 〈S〉+ ∩ Φλ.

We have w ∈ Wλ,Q ⇐⇒ wΦ+
Q ⊂ Φ+

λ

(1)
⇐⇒ wSQ ⊂ Φ+

λ ⇐⇒ SQ ⊂ Sλ∩w−1Φ+
λ .

(1)
⇐ is seen as follows : assume wSQ ⊂ Φ+

λ . Then wΦ+
Q = 〈wSQ〉+ ∩ Φλ ⊂

〈Φλ〉+ ∩ Φλ = Φ+
λ .

It now follows that the maximal case is given by SQ = Sλ ∩ w−1Φ+
λ

For σ ∈ PB denote by Pσ the largest element of Q such that relintσ ⊂ APσ .

Lemma 6.8. Let λ ∈ CB, w ∈ Wλ. Let A
(w,λ)
B = AB −

⋃

s∈Sλ∩w−1Φ+
λ
APs where

we let Ps stand for the parabolic containing B and having s as a unique simple root.

Then A
(w,λ)
B has the property that

∀σ ∈ PB : Pσ ∩ Pw,λ = B ⇐⇒ relintσ ⊂ A
(w,λ)
B

Proof . For U ⊂ AB , V ⊂ X(T )R we denote

V ⊥U = {v ∈ V | ∀u ∈ U, 〈u, v〉 = 0}

and a similar definition for U⊥V .
For P ∈ Q let us denote by SP the simple roots. By the proof of lemma 6.7

SPw,λ
= Sλ ∩ w

−1Φ+
λ

Hence the condition
Pσ ∩ Pw,λ = B

may be reformulated as

(6.11) SPσ ∩ (Sλ ∩ w
−1Φ+

λ ) = ∅

Now SPσ = S⊥σ and hence (6.11) may be rewritten as

(6.12) (Sλ ∩ w
−1Φ+

λ )⊥σ = ∅

Let λ′ ∈ relintσ. By our construction of PB (see §5.2) (6.12) is equivalent with

(Sλ ∩w
−1Φ+

λ )⊥λ
′

= ∅

Or
λ′ ∈ AB −

⋃

s∈Sλ∩w−1Φ+
λ

A⊥s
B

which shows what we want.

Now we are ready to state the main result of this section. Let us call a pair
(w, λ) ∈ WG × Λ admissible if w ∈ Wλ and if

(AB)λ ∩A
(w,λ)
B 6= ∅

For (w, λ) admissible, define

Ψw,λ = (CB \ ∂C)λ ∩A
(w,λ)
B − (CB \ ∂C)λ ∩A

(w,λ)
B

It is easy to see that (CB \ ∂C)λ ∩ A
(w,λ)
B is can be written as the intersection of

an open and a closed set. This implies that Ψw,λ is closed in Y (T )R.
If λ ∈ Λ put fλ = codimGXλ. Note that under condition (*) fλ = eλ −

dimG/Pλ.
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Theorem 6.9. Assume that condition (*) holds. Then pervHnXu(X,Ql[dimX ]) is
filtered, with associated graded quotients

⊕

(w,λ) admissible

H̃n+dimT−fλ+2l(w)−1(Ψw,λ,Ql)⊗Ql
Gλ(l(w)− fλ)

Here Gλ is the simple perverse sheaf

Rπ(λ,Pλ),G∗(QlG×PλXλ
[dimG×Pλ Xλ])

Proof . According to lemma 6.6, we have to compute the homology of (QlU∗,w,λ)∗.
First of all, note that one may rewrite U−p,w,λ as

{(σ,Q) | σ ∈ PB, relintσ ⊂ (CB\∂C)λ, Q ∈ Q, Q ⊂ Pσ∩Pw,λ, dimσ−dimT+l(Q/B) = −p}

Now we may filter (QlU∗,w,λ)∗ according to dimσ and then the associated graded
complexes are direct sums of reduced cochain complexes of abstract complexes of
the form

{Q ∈ Q | B ⊂ Q ⊂ Pσ ∩ Pw,λ}

Hence these are acyclic, unless Pσ ∩ Pw,λ = B.
Hence (QlU∗,w,λ)∗ is quasi-isomorphic to its quotient complex (QlU

′
∗,w,λ)∗ where

U ′
−p,w,λ = {σ ∈ PB | relintσ ⊂ (CB \ ∂C)λ, Pσ ∩ Pw,λ = B, dimσ − dimT = −p}

= {σ ∈ PB | relintσ ⊂ (CB \ ∂C)λ ∩A
(w,λ)
B , dimσ = dimT − p}

Hence if (CB \ ∂C)λ ∩A
(w,λ)
B = ∅ then U ′

∗,w,λ = ∅ and there is no homology

If (CB \ ∂C)λ ∩A
(w,λ)
B 6= ∅ then the homology of (QlU ′

∗,w,λ)∗ is equal to

(6.13) HdimT−p((CB \ ∂C)λ ∩A
(w,λ)
B ,Ψw,λ,Ql) = H̃dimT−p−1(Ψw,λ,Ql)

in degree −p. (Here we have used that (CB \ ∂C)λ ∩A
(w,λ)
B is convex and hence

contractible.) According to lemma 6.5 and lemma 6.6, (6.13) gives a contribution
to gr pervHnXu(X,Ql) of the form

(6.14) Gλ(−
1

2
q +

1

2
dimG×Pλ Xλ)⊗ H̃

dimT−p−1(Ψw,λ,Ql)

where
q = dimXλ − dimG/Pλ − 2l(w) + 2eλ

and n = −p+ q.
Then (6.14) may be rewritten as

Gλ(l(w) − fλ)⊗ H̃
dimT−dimX−fλ+2l(w)+n−1(Ψw,λ,Ql)

This yields the desired result.
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7. Proofs and examples

In this section the ground field will be C. By the Lefschetz principle, the results
remain of course valid for any algebraically closed field of char. 0. We keep otherwise
the notations of the preceding sections.

7.1. The description of Hi
Xu(X,OX) as (G,DX)-module. We will apply the

results of the previous section to the computation of Hi
Xu(X,OX) when condition

(*) holds. Since X is affine we will silently identify Hi
Xu(X,OX) and HiXu(X,OX).

The main tool will of course be the Riemann-Hilbert correspondence, and we
will follow the notations of the standard reference [5]. In particular the De Rham-
functor DR(?) will be the ordinary De Rham-functor, suitably shifted in such a way
that it sends holonomic modules with regular singularities to perverse sheaves.

Proof. Proof of Theorem 2.1 First note that it was shown in §3.1 that Hn
Xu(X,OX)

and L(GXλ, X) are in (G,D)-qch. Then by Proposition 3.1.2 it suffices to prove
(2.1) without the G-structure. Let DX -rhol be the category of holonomic DX -
modules with regular singularities. Since

DR : Db(DX -rhol)→ Db
c(X(C),C)

commutes with the usual cohomology operations [5, VIII, 14.5], it follows that

DR(Hn
Xu(X,OX)) = pervHnXu(X(C),C)[dimX ]

There are functors

Db
c(X,Ql)→ Db

c(X(C),Ql)→ Db
c(X(C),C)

The first one is obtained from the morphism of toposes X(C)→ Xet [2, §6.1.2][14,
§5] and the second one is extension of the coefficient field. One verifies that these
functors commute with the usual cohomology operations and hence that they com-
mute with perverse homology. Hence to compute pervHnXu(X(C),C) it suffices to
compute pervHnXu(X,Ql), which is done in Theorem 6.9.

Since G ×Pλ Xλ → GXλ is small, the Gλ are intersection homology perverse
sheaves (Proposition 3.2.1). Hence via the Riemann-Hilbert correspondence, they
must correspond to L(GXλ, X). �

7.2. When does condition (*) hold. In contrast to the torus case, (*) is not
always true, and furthermore it is easy to see that Theorem 2.1 is false if (*) does
not hold.

In this section we give some “stable” criteria for (*) to hold. The first one says
that (*) is true if the irreducible subrepresentations of W occur with high enough
multiplicities. The second one, for simple groups, asserts that (*) holds if W has
a simple subrepresentation, with a big highest weight which lies in addition in the
root lattice. As a corollary we obtain that if G is simple of adjoint type then (*) is
satisfied for all but a finite number of W .

We start with some preparatory lemmas.

Lemma 7.2.1. Suppose that λ ∈ Λ, w ∈ WG, wλ ∼ µ with µ in AB . Then wλ = λ.

Proof . Since wXλ = Xwλ = Xµ is B-stable, BwXλ = wXλ or w−1BwXλ = Xλ

which, by the definition of Λ (after lemma 6.1), implies w−1Bw ⊂ Pλ. Consequently
B ⊂ Pwλ which is only possible if w stabilizes λ.
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Lemma 7.2.2. Let λ ∈ Λ and let π : G ×Pλ Xλ → GXλ be the natural projection
map. Then π is one-one at x ∈ GXλ ⇐⇒

x 6∈
⋃

w∈WG\Wλ

G(Xλ ∩ wXλ)

Proof . Assume that x ∈ Xλ∩wXλ for some w ∈ WG \Wλ. Choose a representant
of w in G, and denote it by w too. Then π(w,w−1x) = x. Since w 6∈ Wλ,
(w,w−1x) 6= (1, x) and hence π is not one-one at x

Conversely let x ∈ Xλ and suppose that π is not one-one at x. I.e. there exist
(g, y) ∈ G×Xλ, g 6∈ Pλ such that x = gy, i.e. g−1x ∈ Xλ.

Now there exist b1, b2 ∈ B, w ∈ WG\Wλ such that g = b1wb2, i.e. b−1
2 w−1b−1

1 x ∈
Xλ or x ∈ B(Xλ ∩ wXλ) ⊂ G(Xλ ∩ wXλ). This shows what we want.

Lemma 7.2.3. Let λ, µ ∈ Λ. Then GXλ ⊂ GXµ ⇐⇒ there is some w ∈ WG

such that
dimB(Xλ ∩ wXµ) = dimXλ

Proof . We use the following chain of equivalences

GXλ ⊂ GXµ ⇐⇒ Xλ ⊂ GXµ ⇐⇒ Xλ ⊂
⋃

w∈WG

BwXµ
(1)
⇐⇒

∃w ∈ WG : Xλ ∩BwXµ dense in Xλ ⇐⇒ ∃w ∈ WG : dimB(Xλ ∩ wXµ) = dimXλ

To prove
(1)
⇐ one uses that

⋃

w BwXµ = GXµ is closed.
(1)
⇒ follows from the fact

that the BwXµ are constructible.

Theorem 7.2.4. There is a number N , depending only on G with the property
that, if all irreducible subrepresentations of W have multiplicity ≥ N then (*) is
true.

Proof . Assume that W = V ⊕n1
1 ⊕ · · · ⊕ V ⊕nm

m , the (Vi)i irreducible and distinct,
and let n = min(ni)i.

Put W ′ = V1 ⊕ · · · ⊕ Vm. Below we will denote with a prime constructions that
that relate to W ′ instead of to W . In particular one may define Λ′, but is easy to
see that Λ′ = Λ.

For G×Pλ Xλ → GXλ to be a small resolution, it is clearly sufficient by lemma
7.2.2 that ∀w ∈ WG \Wλ

(7.1) dimGXλ − dimG(Xλ ∩ wXλ) > 2 dimG/Pλ

since dimG/Pλ is the maximal dimension of a fiber of G×Pλ Xλ → GXλ.
(7.1) is clearly implied by

(7.2) dimXλ − dimXλ ∩ wXλ > 3 dimG

We will choose N in such a way that (7.2) is fulfilled if n ≥ N .
First note that by lemma 7.2.1

dimX ′
λ − dimX ′

λ ∩ wX
′
λ ≥ 1

Hence

dimX −Xλ ∩wXλ ≥ n(dimX ′
λ − dim(X ′

λ ∩wX
′
λ))

≥ n

Therefore it suffices to take N = 3 dimG+ 1.
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Now let λ, µ ∈ Λ, λ 6= µ and assume GXλ = GXµ. According to lemma 7.2.3
there exist w,w′ ∈ WG such that dimB(Xλ ∩ wXµ) = dimXλ and dimB(Xµ ∩
w′Xλ) = dimXµ.

In particular

dimXλ − dim(Xλ ∩ wXµ) ≤ dimB

dimXµ − dim(Xµ ∩ w
′Xλ) ≤ dimB

(7.3)

Now we claim that either

dimX ′
λ 6= dim(X ′

λ ∩ wX
′
µ) or

dimX ′
µ 6= dim(X ′

µ ∩ w
′X ′

λ)
(7.4)

Suppose that on the contrary both inequalities in (7.4) are equalities. Then X ′
λ =

wX ′
µ but by lemma 7.2.1 this implies λ ∼ µ, which contradicts the hypotheses.

As above we now conclude

(7.5)
dimXλ − dim(Xλ ∩ wXµ) ≥ n or

dimXµ − dim(Xµ ∩ wXλ) ≥ n

which, if n ≥ N , contradicts (7.3).

Now we start with the proof of the second stable criterion

Lemma 7.2.5. Let λ, µ ∈ Y (T )R and assume that APλ
6⊂ APν . Then there exist

ρ ∈ Φ such that 〈λ, ρ〉 < 0 and 〈µ, ρ〉 ≥ 0.

Proof . Assume that β ∈ APλ
\APµ . Since

APλ
= {ζ ∈ Y (T )R | ∀ρ ∈ Φ : 〈λ, ρ〉 ≥ 0⇒ 〈ζ, ρ〉 ≥ 0}

and a similar statement for APµ , we find that

∀ρ ∈ Φ : 〈λ, ρ〉 ≥ 0⇒ 〈β, ρ〉 ≥ 0

and there exist a ρ′ ∈ Φ such that 〈µ, ρ′〉 ≥ 0 but 〈β, ρ′〉 < 0 which implies
〈λ, ρ′〉 < 0. Hence ρ′ is the sought element of Φ.

Lemma 7.2.6. Assume that W is a finite group and E is a finite dimensional
irreducible representation of W over R. Let ( , ) be a W-invariant positive definite
bilinear form on E. Then there exist and r > 0 such that for any λ ∈ E, (λ, λ) = 1,
the convex hull of (wλ)w∈WG contains a closed ball of radius r (with respect to the
distance given by ( , )).

Proof . Let S ⊂ E be the unit sphere and let Br stand for a closed ball of radius r.
Denote the convex hull of (wλ)w by Γλ. First note that for any λ ∈ E, 0 lies in the
relative interior of Γλ since λ′ = 1

|G|

∑

gλ is G-invariant and since E is irreducible

this implies λ′ = 0.
We now define a function

φ : S → [0, 1] : λ 7→ max
Br⊂Γλ

r

It is not hard to verify that φ is continuous and since S is compact, φ has a minimum
which we call r. This is the r we want provided that it is not 0. Suppose that r = 0,
i.e. there is a λ such that 0 lies on the boundary of Γλ. Since 0 also lies in the
relative interior, this implies dimΓλ < dimE. But this means that λ generates a
subrepresentation of E, which contradicts our hypotheses.
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Below ( , ) will be a WG invariant form on X(T )R and ‖ ‖ will be its corre-
sponding norm.

Theorem 7.2.7. Let G be simple. Then there exists a real number M , depending
only on G, with the property that, if W contains an irreducible representation with
highest weight χ lying in the root lattice having the property that ‖χ‖ ≥ M , then
(G,W ) satifies condition (*).

Proof . Let W,χ be as in the statement of the theorem. We follow more or less the
strategy of the proof of Theorem 7.2.4. Let λ ∈ Λ.

For G×Pλ Xλ → GXλ to be a small resolution it suffices that ∀w ∈ WG \Wλ

(7.6) dimXλ − dim(Xλ ∩ wXλ) > 3 dimG

Take w ∈ WG \ Wλ. Since wλ 6= λ there exist by lemma 7.2.5 a ρ′ ∈ Φ such that
〈wλ, ρ′〉 ≥ 0, 〈λ, ρ′〉 < 0. Put ρ = −ρ′. Hence those −nρ, n ≥ 1 that are weights of
X will also be weights of Xλ, but not of wXλ = Xwλ.

Now the weights of X contain the integral linear combinations of roots lying in
the convex hull of wχ. We apply now lemma 7.2.6 with E = X(T )R and W =WG

and we let r stand for the corresponding number defined in that lemma. We then
find that −nρ will be a weight of X for

−‖χ‖r

m
≤ n ≤

‖χ‖r

m

where m is maxρ∈Φ ‖ρ‖.
I.e.

dimXλ − dim(Xλ ∩wXλ) >
‖χ‖r

m
− 2

which implies (7.6) if ‖χ‖ ≥ (3 dimG+2)m
r . I.e. if we put M = (3 dimG+2)m

r and we

assume that ‖χ‖ ≥M then G×Pλ X → GXλ will be a small resolution.
Let λ, µ ∈ Λ, λ 6= µ and supposeGXλ = GXµ. I.e. there exist w ∈ WG, w′ ∈ WG

with the property that

dimXλ = dimB(Xλ ∩ wXµ)

dimXµ = dimB(Xµ ∩ w
′Xλ)

(7.7)

Clearly, not both w ∈ WPµ and w′ ∈ Wλ. Hence assume w 6∈ WPµ .
(7.7) implies that

dimXλ − dim(Xλ ∩ wXµ) ≤ dimB

dimXµ − dim(Xµ ∩ w
′Xλ) ≤ dimB

(7.8)

If we would have that APλ
⊂ APwµ and APµ ⊂ APw′µ

then APλ
= APwµ which is

impossible since wµ 6= µ.
Hence we may for example assume that APλ

6⊂ APwµ which means that there
exists a ρ ∈ Φ such that 〈λ, ρ〉 < 0, 〈wµ, ρ〉 ≥ 0. I.e. as above dimXλ − dim(Xλ ∩

wXµ) ≥
‖χ‖r
m − 2 which is bigger than 3 dimG ≥ dimB if ‖χ‖ ≥ M . This contra-

dicts (7.7).
The case APµ 6⊂ APλ

is similar.

Theorem 7.2.4 and Theorem 7.2.7 lead to the following corollary.

Corollary 7.2.8. If G is simple of adjoint type then there are only a finite number
of W such (*) is not satisfied.
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Proof . For a group of adjoint type all representations have their weights in the root
lattice. Suppose thatW is such that condition (*) does not hold. By Theorems 7.2.4
and 7.2.7 the irreducible subrepresentations of W have both their multiplicities and
their highest weights bounded. Hence there are only a finite number of possibilities
for W .

For irreducible representations, not having their highest weight in the root lattice,
there is in general no boundedness result such as in Theorem 7.2.7. E.g. consider
the following example :

Example 7.2.9. LetG be the simply connected group of type B2 and let the simple
roots be α and β such that ‖β‖ > ‖α‖. Furthermore let W be the representation
with highest weight 3α+ 1

2β.
Then the weights of W , together with their multiplicities, are as follows.

Identify X(T )R with Y (T )R using ( , ), let λ be as indicated in the diagram and
let w be the reflection corresponding to α.

Then dimXλ − dim(Xλ ∩ wXλ) = 1, and since Xλ ∩ wXλ is not B-invariant
(the weights are not stable under adding the roots of B), B(Xλ ∩ wXλ) is dense
in Xλ and hence G(Xλ ∩wXλ) is dense in GXλ. This implies by lemma 7.2.2 that
G×B Xλ → GXλ is not even birational.

It is clear that this example may be generalized to yield arbitrary big irreducible
representations such that (*) does not hold. Similar examples may be constructed
for other classical groups.

7.3. Calculation of the character of L(GXλ, X). To apply Theorem 2.1 effec-
tively, we need to know the G-structure on L(GXλ, X). Throughout this subsection
we assume that (*) holds. Assume λ ∈ Λ.
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We will use the following diagram

G×Pλ Xλ
i

−−−−→ G×Pλ X




y





y

πPλ,G

GXλ
j

−−−−→ X

Lemma 7.3.1.

(7.9) (πPλ,Gi)+OG×PλXλ

∼= L(GXλ, X)

in (G,DX)-qch.

Proof . Since G×Pλ Xλ → GXλ is a small resolution by hypothesis, it follows from
the Riemann-Hilbert correspondence and [15, §6.2] that

(7.10) (πPλ,Gi)+OG×PλXλ

∼= L(GXλ, X)

(7.9) now follows by Proposition 3.1.2.

Hence we have to compute the G-character of (πPλ,Gi)+OG×PλXλ
. (There is a

slight abuse of terminology here since literally (πPλ,Gi)+OG×PλXλ
is a OX -module,

but we consider it as an R = SW -module.)
We now use the following diagram

G×Pλ X −−−−→ G/Pλ




y

πPλ,G





y

πPλ,G

X
f

−−−−→ Spec C

Taking the fiber over [Pλ] ∈ G/Pλ induces an equivalence between (G,OG/Pλ
)-qch

and the category of rational Pλ-representations. Below we denote the inverse of
this functor by .̃

Since i+OG×PλXλ
= Heλ

G×PλXλ
(G×Pλ Xλ,OG×PλX), we obtain

(7.11) f∗(πPλ,Gi)+(OG×PλXλ
) = πPλ,G+(Heλ

Xλ
(X,OX )̃ )

Here we consider Heλ

Xλ
(X,OX) as a graded (rational) Pλ-representation, equipped

with its natural grading, and hence Heλ

Xλ
(X,OX )̃ is a OG/Pλ

-module.

Now we have to introduce some notation. If M is an additive monoid then we
denote by Z[M ] the “monoid ring” of M . I.e. the elements of Z[M ] are given by

(7.12)
∑

m∈M

am[m] (finite sum)

with [m][m′] = [m+m′]. By Z{M} we denote the abelian group of sums of the form
(7.12), except that we do not require the sums to be finite. Z{M} is in an obvious
way a Z[M ]-module, but it is not a ring. Provided that one is careful, elements of
Z{M} may sometimes be interpreted as fractions over Z[M ]. See [8, §1] for a more
precise statement.

Below we will use the notation em for [m].
We will also need Z[Z ⊕M ] and Z{Z ⊕M}. In that case, for t a variable, we

will put [n⊕m] = tnem and we will use the more traditional notations Z[t][M ] and
Z{t}{M}.
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Put P = X(T )R and let P++ be the dominant weights in P with respect to B.
If χ ∈ P++ lies in the weight lattice then we denote by V (χ) the corresponding
irreducible G-module.

Definition 7.3.2. A rational T -representation is (T -)bounded if its irreducible
components occur with finite multiplicity.

If V is bounded then
[V ]T =

∑

χ∈X(T )

multχ V.e
χ

defines an element of Z{P}. Similarly, if V is in addition a rational G-module then

[V ]G =
∑

χ∈P
++∩

weight lattice

multV (χ) V.e
χ

defines an element of Z{P++}.
If V = ⊕n∈ZVn is a graded rational T -representation such that each Vn is

bounded then
HT (V, t) =

∑

t∈Z

[Vn]T t
neχ ∈ Z{t}{P}

is the T -equivariant Hilbert series. The G-equivariant Hilbert series is defined in
the same way, and defines an element of Z{t}{P++}.

We will also consider the projection p : P→ P++ where

p(z) =

{

z if z ∈ P++

0 otherwise

and we extend p to maps Z{P} → Z{P++}, Z{t}{P} → Z{t}{P++} which we will
also denote by p.

Example 7.3.3. If λ ∈ X(T )R then the homogeneous components of Heλ

Xλ
(X,OX)

are bounded T -representations (this follows from [29]). Note that this is false in
general if we replace Xλ by an arbitrary T -invariant linear subspace of X .

Definition 7.3.4. Let Q ∈ Q, and letM be a G-equivariant quasi-coherentOG/Q-
module. Then we say that M is bounded if the fiber M[Q] (which is a rational
Q-representation) is T -bounded.

IfM is bounded then for i ∈ N the [Hi(G/Q,M)]G are defined. More generally,
bounded modules are stable under inverse images, higher direct images and, in
short, all other constructions we use below. We leave it to the reader to check this.

Now let Q ∈ Q and consider the following maps

G/B
πB,Q
−−−−→ G/Q





y

πB,G





y

πQ,G

Spec C Spec C

Lemma 7.3.5. Let M∈ (G,DG/Q)-wqch and assume that M is bounded. Then

∑

i

(−)i[RiπQ,G+M]G =
(−)dimQ/B

|WQ|

∑

i

(−)i[RiπB,G+π
∗
Q,BM)]G

where WQ is the Weyl group of Q.
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Proof . This is basically the Leray spectral sequence, which yields

∑

i

(−)i[RiπB,G+π
∗
Q,BM]G =

∑

i,j

(−)i+j [RiπQ,G+(RjπB,Q+π
∗
Q,BM)]G

=
∑

i,j

(−)i+j [RiπQ,G+(M⊗OG/Q
RjπB,Q+OG/B)]G

(7.13)

It now follows from the Riemann-Hilbert correspondence [5], [4] and the fact that
flag varieties are simply connected

(7.14) Rj−dimQ/BπB,Q+OG/B =

{

O
⊕|{w∈WG|l(w)=j/2}|
G/Q if j is even

0 if j is odd

The action of G on the righthand side of (7.14) is the obvious one. This follows
from Proposition 3.1.2

Hence substitution of (7.14) in the righthand side of (7.13) gives
∑

i,j

(−)i+j [RiπQ,G+(M⊗OG/Q
RjπB,Q+OG/B]G = (−)dimQ/B|WQ|

∑

i

(−)i[RiπQ,G+M)]G

Combining this with (7.13) gives what we want.

Now let ρ be half the sum of the positive roots of G.

Lemma 7.3.6. Let V be a rational B-representation, bounded as T -representation.
Then

(7.15)
∑

i

(−)i[Hi(G/B, Ṽ )]G = p

(

∑

w∈WG

(−)l(w)ewρ−ρw[V ]T

)

Proof . Since the action of B on V is locally finite, and by additivity of Euler
characteristic, we may assume that V is one-dimensional, i.e. a character χ of T .
In that case (7.15) follows directly from Bott’s theorem.

We are now ready to prove the principal result of this section.

Theorem 7.3.7. Assume that condition (*) holds. Consider L(GXλ, X) as a
graded R-module. Then
(7.16)

HG(L(GXλ, X), t) = (−)dimG/Pλp





(

∑

(−)l(w)ewρ−ρ
)

∑

w∈WG/Wλ

wHT (Hdλ

Xλ
(X,OX), t)





Proof . Using lemma 7.3.1, (7.11) and lemma 7.3.5 it suffices to compute

(7.17)
∑

i

(−)iHG(RiπB,G+(Heλ

Xλ
(X,OX))̃ , t)

where we now consider Heλ

Xλ
(X,OX) as a rational B-representation. We have to

remember that we have dropped a factor (−)dim Pλ/B

|Wλ|
in (7.17).

Now by the formula for direct images for projections in [5, VI, 5.3.1]

RiπB,G+(Heλ

Xλ
(X,OX )̃ ) = Hi+dimG/B(Ω.G/B ⊗OG/B

Heλ

Xλ
(X,OX )̃ )
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Hence by an Euler characteristic type argument

(7.17) =
∑

i,j

(−)i+j+dimG/BHG(Hi(G/B,ΩjG/B ⊗OG/B
Heλ

Xλ
(X,OX )̃ ), t)

=
∑

i,j

(−)i+j+dimG/BHG(Hi(G/B, (Λj(g/b)∗ ⊗C H
eλ

Xλ
(X,OX))̃ ), t)

= p





∑

j,w

(−)j+l(w)+dimG/Bewρ−ρw[Λj(g/b)∗]TwHT (Heλ

Xλ
(X,OX), t)





(7.18)

Now
∑

j

(−)j [Λj(g/b)∗]T =
∏

ρ∈Φ+

(1− e−ρ)

= e−ρ
∏

ρ∈Φ+

(eρ/2 − e−ρ/2)

= e−ρ
∑

w∈WG

(−)l(w)ewρ

Substituting this in (7.18) yields

p

(

(−)dimG/B(
∑

w

(−)l(w)ewρ−ρ)
∑

w∈WG

wHT (Heλ

Xλ
(X,OX), t)

)

Reintroducing the dropped factor (−)dim Pλ/B

|Wλ|
yields (7.16). (We have used that for

w ∈ Wλ, H
eλ

Xλ
(X,OX) is w-stable.)

7.4. Some examples. Below we will discuss some applications and examples of
Theorems 2.1 and 7.3.7. If a reductive group G acts on a variety Y then we say
that y ∈ Y is G-stable if y has closed orbit and finite stabilizer.

Example 7.4.1. Here we compute the contribution of the term in (2.1) corre-
sponding to λ = 0. We assume that X has a G-stable point.

First we have to identify those w ∈ WG for which (w, 0) is admissible. Clearly

(AB)0 = 0 and 0 ∈ A
(w,λ)
B ⇐⇒ S ∩ w−1Φ+ = ∅ (lemma 6.8). This will happen

only if w = wl, the longest element in WG. Hence only (wl, 0) is admissible and
Ψwl,0 = ∅, or

H̃i(Ψwl,0,C) =

{

C if i = −1

0 otherwise

Therefore, if (*) holds, λ = 0 will contribute HdimX
{0} (X,OX) = HdimW

R+ (R) to

Hn
Xu(X,OX) where n+ dimT − dimX + 2l(wl)− 1 = −1 or n = dimX − dimG =

dimX//G = dimRG.

Example 7.4.2. Now let G = Sl2, i.e. G = Sl(V ), dim V = 2. In that case (*)
holds, unless W is, up to trivial representations, equal to V or S2V , i.e. if and only
if W = W ∗ has no G-stable point.

Assume now that (*) does indeed hold. We may identify X(T )R
∼= R ∼= Y (T )R

such that 〈 , 〉 is multiplication. Let ω be the fundamental weight of G. I.e. V =
V (ω). We will assume that ω is identified with +1 in R. Using our identification
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of X(T )R and Y (T )R we may clearly assume that Λ = {0,−ω} and we have to find
the admissible pairs (w, λ) in WG×Λ. The only case not covered by example 7.4.1
is that of (id,−ω).

Now (AB)−ω = R<0, Φ−ω = ∅ and hence by lemma 6.8, A
(id,−ω)
B = AB = R≤0.

Hence Ψid,−ω = {0,−1}, i.e. a set of two points. Consequently

H̃i(Ψid,−ω,C) =

{

C if i = 0

0 otherwise

and we obtain a contribution L(GX−ω, X) to Hn
Xu(X,OX) where n+dimT−f−ω+

2l(id) − 1 = 0 or n = f−ω. I.e. Hn(X,OX) will only be non-zero if n = dimX//G
or if n = f−ω = codim(GX−ω , X).
HG(L(GXλ, X), t) may be computed by (7.16). We obtain

(7.19)

HG(L(GXλ, X), t) = p
(

(e−2ω − 1)
(

HT (H
e−ω

X−ω
(X,OX), t) +HT (Heω

Xω
(X,OX), t)

))

However from the description of the weights of Hdλ

Xλ
(X,OX) given in [29] one easily

sees that (7.19) simplifies to

HG(L(GXλ, X), t) = (e−2ω − 1)HT (H
e−ω

X−ω
(X,OX), t)

Hence again using [29], we recover the results of [26] and [9].

Example 7.4.3. Now we assume G = SL(V ), dimV = 3. Here it is impossible
to treat every W , since, unlike in the case of Sl2, each representation is essentially
different. Therefore, we restrict ourselves to a particular case, namely W = V m. It
is easily verified that condition (*) holds if m ≥ 3, which we assume.

Choose B and T . We may identify X(T )R
∼= R2 ∼= Y (T )R in a WG-equivariant

way, with the additional property that 〈 , 〉 becomes the ordinary scalar product
on R2.

Let ω1,2 be the fundamental weights of G and assume that V (ω1) = V . Via the
above identification, we consider ω1,2 also as elements of Y (T )R. Then it is easy to
see that we may take for Λ : {0,−ω1,−ω2}. Let s1, s2 ∈ WG be the fundamental
reflections on X(T )R, which fix respectively ω1 and ω2. Then W−ω1 = {id, s1},
W−ω2 = {id, s2}.

Again we have to determine the admissible pairs. Excluding λ = 0, which
was covered by example 7.4.1, there are 4 possibilities to consider : (id,−ω1),
(s1,−ω1), (id,−ω2) and (s2,−ω2). A straightforward computation shows that these
are all admissible, but Ψid,−ω1 , Ψs2,−ω2 are acyclic. On the other hand, Ψs1,−ω1 is
homotopic to a set of two points, whereas Ψid,−ω2 is homeomorphic to a circle.

Hence we will have a contribution L(GX−ω1 , X) in Hn
Xu(X,OX) where n +

dimT − f−ω1 + 2l(s1) − 1 = 0 or n = f−ω1 − 3 = 2m − 5 and a contribution
L(GX−ω2 , X) in Hn

Xu(X,OX) where n + dimT − f−ω2 + 2l(id) − 1 = 1 or n =
f−ω2 = m− 2.

One noteworthy feature of this example is that although Xu = GX−ω1 , GX−ω2

plays a role in the description of H∗
Xu(X,O). I.e. not only the irreducible compo-

nents of Xu count (as one perhaps, very naively, could hope for).
To complete the description of Hi

Xu(X,OX) we have to determine the characters
of L(GX−ω1 , X) and L(GX−ω2 , X). This we do next using (7.16) and the descrip-
tions of the weights of HXλ

(X,OX) given in [29]. Unfortunately the computations
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are somewhat complicated and we needed a computer to obtain the following re-
sults.

HG(L(GX−ω1 , X), t) = p









∑

a≥−2,b≥−1
c≥−2

P1(a, b, c)e
(b+c+m)ω1+(a−b)ω2t−a−b+c−2m









where

(7.20) P1(a, b, c) =
1

(m− 1)(m− 2)2
(a+ c+m+ 2)(a− b+ 1)(c+ b+m+ 1)×

(

a+m− 1

m− 3

)(

b+m− 2

m− 3

)(

c+m− 1

m− 3

)

and

HG(L(GX−ω2 , X), t) = p









∑

a≥−2,b≥−1
c≥−2

P2(a, b, c)e
(c−b)ω1+(m+a+b)ω2t−a+b+c−m









where

(7.21) P2(a, b, c) =
1

(m− 1)(m− 2)2
(a+ c+m+ 2)(c− b+ 1)(a+ b+m+ 1)×

(

a+m− 1

m− 3

)(

b+m− 2

m− 3

)(

c+m− 1

m− 3

)

Hence the representations that occur in L(GX−ω1 , X) will have highest weights of
the form xω1 + yω2 where x = b + c +m, y = a − b with the properties a ≥ −2,
b ≥ −1, c ≥ −2, a+ c+m+ 2 6= 0, a− b+ 1 6= 0, c+ b+m+ 1 6= 0, b+ c+m ≥ 0,
a− b ≥ 0.

Of course, these conditions are highly redundant. A minimal subset is given by
b ≥ −1, c ≥ −2, a ≥ b which gives the constraints x ≥ m− 3 and y ≥ 0.

A similar computation shows that the representations in L(GX−ω2 , X) have
highest weights of the form xω1 + yω2 where this time x ≥ 0, y ≥ m− 3.

We may now summarize our results as follows. Let χ be a character of G with
corresponding highest weight xω1 + yω2, x ≥ 0, y ≥ 0. Then

depthRGχ =











m− 2 if y ≥ m− 3

2m− 5 if x ≥ m− 3, y < m− 3

3m− 8 if x < m− 3, y < m− 3

Now we recall that Stanley’s criterion [24] says that RGχ is Cohen-Macaulay if χ is
“critical”. This conjecture was almost completely proved in [28]. Using [28, Prop.
1.4] it is easily seen that χ is critical for (G,W ) if x+ y + 4 < m.
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The results in this example may be summarized in the following figure (which is
for m = 5).

I.e. we see that, in contrast with the case G = Sl2, Stanley’s criterion is not very
precise.
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Appendix A. A theorem about D-modules

In this appendix we prove a theorem about D-modules, which is a generalization
of [2, 4.2.5,4.2.6]. It is presumably well-known but I have been unable to locate a
reference. As usual we let the base field be C. π : Y → X will be a smooth map of
smooth quasi-projective varieties over C.

Theorem A.1. Assume that the fibers of π are non-empty and connected of con-
stant dimension d. Then

(1) The functor π∗ : DX-qch→ DY -qch is fully faithful.
(2) Suppose M ∈ DX -qch and N ′ ⊂ π∗M in D-qch. Then there exists (a

unique) N ⊂M in DX-qch such that π∗N = N ′.

Proof . Let M ∈ DX -qch and let Ω·
Y/X(M) be the relative De Rham complex.

Then using the fact that π is locally the product of an etale map and a projec-
tion, one shows that π∗H

0(Ω·
Y/X(π∗M)) carries a DX -module structure, and the

canonical map

(A.1) M→ π∗H
0(Ω·

Y/X(π∗M))

is DX -linear (of course this is entirely classical). (A.1) is the map which for U ⊂ X
open identifies the elements ofM(U) with the relative horizontal sections of π∗M
on π−1(U).

We claim that (A.1) is an isomorphism. This easily implies (1) since then π∗M
is generated by its relative horizontal sections, and a DY -linear map must respect
these.

Our claim does not depend on the DX -modules structure ofM, so we may as well
assume that M ∈ OX -qch. Since M is the direct limit of coherent OX -modules,
we may furthermore assume that M is coherent.

Our situation is local for the etale topology on X so we may assume that π
has a section e. Restricting to e yields a retraction of (A.1) and therefore (A.1) is
injective.

To prove surjectivity we have to show that if two relative horizontal sections
of π∗M are equal on e then they are equal everywhere. Suppose that this is not
the case. By taking differences we may assume that we have a non-zero relative
horizontal section f of π∗M, which is zero on e.

Assume that N is a submodule ofM. Then there is an exact sequence

0→ π∗H
0(Ω·

Y/X(π∗N ))→ π∗H
0(Ω·

Y/X(π∗M))→ π∗H
0(Ω·

Y/X(π∗(M/N )))

This shows that f either has non-zero image in π∗H
0(Ω·

Y/X(π∗(M/N ))), or lies

in π∗H
0(Ω·

Y/X(π∗N )). By repeatedly applying this, and by shrinking X , we may

assume that X is irreducible and that M is a torsion free OX -module. But then
M injects in the localization at the generic point of X . Hence we may assume that
X = SpecF , with F a field. Then M is a finite dimensional vector space over F
and hence we may assume that M is one-dimensional, that is π∗M = OY . Since
Y is connected the horizontal sections of OY are the contstants, and hence they
cannot be zero on e.

To prove (2) letM, N ′ be as in the statement of (2). N , if it exists is unique be-
cause of the faithfulness of π. We putN = π∗H

0(ΩY/X(N ′)) →֒ π∗H
0(ΩY/X(π∗M)) =

M, and we claim that the natural map π∗N → N ′ is an isomorphism.
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Again this claim does not refer to the DX -module structure on M and we may
therefore assume that M is a quasicoherent OX -module, and N ′ ⊂ π∗M a quasi-
coherent DY/X -module (DY/X is the sheaf of algebras, generated by OY and TY/X).

Since M is a union of coherent OX -modules, we may furthermore assume that
M itself is coherent, which is what we will do.

Assume first that X = SpecF , F a field. ThenM is a finite dimensional vector
space and hence π∗M = O⊕n

Y for some n. Now OY is a simple DY -module, and

hence N ′ = O⊕m
Y for some m ≤ n. This proves our claim in this special case.

Let X now be arbitrary again. We use the following observation. Suppose there
is an exact sequence on X

(A.2) 0→M1
α
−→M

β
−→M2 → 0

and an exact diagram, where the vertical arrow are inclusions

0 −−−−→ π∗M1
π∗α
−−−−→ π∗M

π∗β
−−−−→ π∗M2 −−−−→ 0

x





x





x





0 −−−−→ N ′
1 −−−−→ N ′ −−−−→ N ′

2 −−−−→ 0

Then, if the claim is true for N ′
1 and N ′

2, it is also true for N ′.
To see this write N ′

1 = π∗N1, N ′
2 = π∗N2 with N1 ⊂M1, N2 ⊂M2.

We construct a new exact diagram as follows

0 0
x





x





V
∼=

−−−−→ U
x





x





0 −−−−→ π∗N1 −−−−→ π∗M −−−−→ π∗M3 −−−−→ 0

∼=

x





x





x





0 −−−−→ π∗N1 −−−−→ N ′ −−−−→ π∗N2 −−−−→ 0
x





x





0 0

Here of course M3 = M/N1. Now U = π∗M4 where M4 = M3/N2. Then
N ′ = π∗ ker(M→M4). This proves the observation.

Hence assume that we have a counter example to (2) where X is of minimal
dimension. By using the above observation repeatedly and by shrinking X we may
assume that X is irreducible and thatM is torsion free of rank one.

Let η be the generic point of X . By our discussion for the case X a point, it
follows that π∗Nη → N ′

η is an isomorphism. If N ′ = 0 then there is nothing to
prove, so we assume that N ′ 6= 0. Then N ′

η 6= 0 since π∗M contains no submodules
with smaller support.

Hence N 6= 0. But then M/N has strictly smaller support than X and hence,
by hypothesis, (2) is true for N ′/π∗N . Then the following diagram shows that (2)
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is also true for N , yielding a contradiction.

0 −−−−→ π∗N −−−−→ π∗M −−−−→ π∗(M/N ) −−−−→ 0

∼=

x





x





x





0 −−−−→ π∗N −−−−→ N ′ −−−−→ N ′/π∗N −−−−→ 0

�
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schémas, SGA4, Tome 3, Lecture Notes in Mathematics, vol. 305, Springer Verlag, 1973.
[2] A. Beilingson, J. Bernstein, and P. Deligne, Faisceaux pervers, Astérisque, vol. 100, Soc.
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Études Sci. Publ. Math. 1968 (35), 259–278.
[14] T. Ekedahl, On the adic formalism, The Grothendieck Festschrift, vol. 2, Birkhäuser, 1990,
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