NOTES ON CONTINUOUS RANDOM WALKS
BY
MICHEL VAN DEN BERGH

The formula which is implemented in the Fishtest Framework is (6.1). It is
basically [1, Corollary 3.44]. However I first derived the formula myself before I
discoved this reference and I was too lazy afterwards to do the translation.

1. CONTINUOUS RANDOM WALKS

We discuss a continuous 1-dimensional random walk with drift 4 and variance o2

per time unit. We assume there is some boundary C in the x — ¢-plane (¢ is the
time coordinate and z is a spatial coordinate, by convention we assume that ¢ is
horizontal) such that if the random walk touches C' there is a payoff of ¢ (z,t).
Let P(x,t) be the expectation value of the eventual payoff for a particle at (x,t)
Then the value of P(x,t) is governed by the following diffusion equation
oP oP d%9%°P

(1.1) o For T T

2. STOPPING TIME

The stopping time S is defined as the first time that the random walk touches
the boundary of an interval of length A. Below we compute the probability density
of S.

To do this we first compute the probability that S is larger than a given con-
stant T'. Le. P(S > T). To do this have to solve (1.1) with the boundary conditions
P(0,t) = P(A,t) =0 for t <T and P(x,T) = 1. We will look at the more general
problem where P(z,T) = ¢(x).

Using separation of variables P(z,t) = X (xz)T(t) we have to solve

oT

— =T
ot
02 0%X 0X
—_— — +2AX =0
2 Oz2 e Ox +
with X(0) =0, X(A4) =0.
The roots of the characteristic equation of the last equation are

 —pE N/ p? =202
= =

X1,2
It follows that we should have
A=20°A—p?>0
and the general solutions are

e~/ gin VA o?
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as the cosine solutions are excluded by our boundary condition X (0) = 0. The
boundary condition X (A) = 0 leads to

AVA)o? =nm

which leads to the following values for A:

\ n2n202 . 12
n = "5 a9 Y
2A2 202
Hence our general solution is now
— 2 .
eMtTH/T sin | A

We look for a,, such that
Z anet T/ gin nra/A = ()

or equivalently b,, such that

Z by sinnra /A = e’"Y(x)

where v = p/0? and b, = a,e* 7. Standard Fourier analysis yields

2 (4 nmy
= — Y gin —2
by, A/o e’ sin —=(y) dy

So the solution is

2 A
1 /0 e’ sin %w(y) dy]

2.1 Pz, t) = AT Ant—yz s WL
(2.1) (1) Xn:e e sin )

Our original problem corresponds to
1 0<z<A
P(x) = :
0 otherwise
Thus the probability that the stopping time S is > T is
9 A
1 /0 €Y sin L;le dy}

PS>T)=Y e Terwgin 0
(S>1T) zn:e e” ™" sin —

For the sequel it will be convenient to define

2
H,(v,z) = Z/e” sin%d:p

_ 2Aye?? sinnx /A — 2nne)” cos mnax /A

A242 } 22
In particular we have the following special values
2mn
H,(7,0) = ——5————
(7,0) A2~2 {122
2mn ¥4

Hy(y,A) = —(-1)"—r ™
(00 4) =~ s

so that we find
PS>T)= Ze"\"T_W(Hn(% A) — H,(v,0)) sin ——

n
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From this we compute the expected stopping time. The probability distribution of
S is
S=T)=S Ae T2V (H, (v, A) — Hy(y,0))sin
( ) Zn: € (Hn(v,A) n(7,0)) sin A

so that
nwx

1, .
E(S) = ; 3 E T(Hp (v, A) — Hn(’%O))SlnT
Assume now that the experiment is truncated at a certain fixed time 7. Then the
modified stopping time is
g S ifsS<T
T ifS>T

Taking into account that

_ T
/T Nte Mdt = ,M
0

= l(1 —(TA+1)e” ™)

) DY

we find
! 1 ATy, —x :
E(S")=P(S>T)T+) 1= (=X +1)e™ T)e™ " (Ha(y, A)=Hn (v, 0)) sin ——
3. THE PROBABILITY THAT THE PARTICLE HITS t = T, x < y BEFORE HITTING

THE UPPER OR LOWER BOUNDARY

In this case we must use (2.1) with

1 z<y
s =4y o2
Thus we find
_ v . nmx
Plat) =) e e (Hy (v,y) — Ha(7,0)) sin ——
n

So the probability that a particle starting at (0, z) hits the interval [(T,0), (T, y)]
before hitting the boundary is
nmwx

> e TN H (v,y) — Hy(7,0)) sin -

n

4. THE PROBABILITY THAT THE PARTICLE TOUCHES THE UPPER BOUNDARY
BEFORE TIME T’

We must solve the boundary value problem for P with P(0,t) = P(z,T) = 0,
P(A)t) =1.

We first look for a Q(z,t) solution indendent of ¢ which satisfies Q(0,t) = 0,
Q(A,t) = 1. Such a solution is of the form

C + De= 27"
for suitable constants C, D. The boundary conditions give the following constraints
C+D=0
C+ De 24 =1
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which leads to
1
1
S oA

C=-

Hence the solution has the form

e _ ]
Q(z,t) = A

Consider now
Pl(x7t) = P(Z’,t) - Q(I’,t)
Then P'(0,t) = P'(A,t) =0 for t < A and

—2vx __ 1
/ & —-
P (x7T) - 6727’4 -1
so that using (2.1)
/ 1 AT Ant nrx (2 (4 nTy -2
P(ﬂc,t):—m En e Mntett T gin 1 Z/o e’”’sinT(e_ W —1)dy

So the ultimate solution is

—2vx __
P(a,t) = e 17 1 T Apt—rz i WL
z,t) = —— — e e sin ——
e 274 —1 e 274 -1 A

2 A
71 /0 €7 sin n—zy(e*zw -1 dy]

which can also be written as

e” T 1 1 _ g . MTT
Plet) = —a—y—gmaog 2¢O T s (Hu(—y, A) = Ha(7, 4))

Using the definition of H, (v, A) this becomes

(4.1)
—2vz _ 1 1 2 ( —vA _ ’YA)
e “AnT Ant—ryz 2TTE ¢ in L
P(zx,t) = A ] oA zn:(—(—l)")e e 7 A2y2 § 2p2 st A
672730 -1 A 0T A f— 2mn . 7’L7T(A — I)
= ma_q ¢ D e et WC14272_~_7T2nzsm A
n
—2vx __ 1
e AT ALt . nmx
= a2 e T H(y, A)sin ==
n

So the probability that a particle starting at (0, ) hits the interval [(0, A), (T, A)]
before hitting the lower boundary is.

—2vx __ 1
e AL T— . T
e—27A _ 1 En :6 " Hp (7, A) s A

Put T = oo get that the probability that the particle hits [(0, A), (o0, A)] is
e
hence the probability that it hits [(T, A), (co0, A)] is
nrx

Y e T Hy(y, A) sin e
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5. THE PROBABILITY THAT THE PARTICLE TOUCHES THE LOWER BOUNDARY
BEFORE TIME T’

To get the probability that the particle touches the lower boundary first we have
to make the substitutions z — A — z, u — —p (and hence v — —v). Note that
Hy (=, A) = (=1)"e " H,(7,0)
So the probability that a particle starting at (0, z) hits the interval [(0,0), (T,0)]
before hitting the upper boundary is.

e2v(A-2) T nm(A — x)

T I TH+y(A—z)(_1\n,—vA S e S
A ] En e v (=1)"e " H,(v,0)sin 1
e2(A-z) _q nmx

— _)\nT_ 3
= oA +;e " H,(7,0) sin T

6. THE PROBABILITY THAT THE PARTICLE PASSES BELOW (T, v).

Combining everything we get that the probability that a particle starting in
(0, ) leaves the rectangle [0, T] x [0, A] in a point below (7T, y) where z,y € [0, A]
is given by

e (A=) A T—ma . nmT
(6.1) W*;e T Ha (7, y) sin =
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